














luated as either file-to-file or anchor-to-BEP. The 
tool was distributed to participants. 

 
Figure 3: INEX 2008 Link-the-Wiki Evaluation Tool 

The “best” metric to use for focused link discov-
ery evaluation is not obvious. As with all metrics, it 
is important to first define the use-case of the appli-
cation. The assumption at INEX is that link-
discovery is a recommendation tasks.  The system 
produces a ranked list of anchors and for each a set 
of recommended target/BEP pairs. The user navi-
gates a limited number of anchors and selects only a 
few to embed in the new document. 

A link discovery system might identify a very 
large number of possible links. The Wikipedia has a 
page for each letter in the Latin alphabet and so each 
letter of each word might be linked. It also contains 
potentially overlapping links, for example there is a 
page for world, a page for war, and a page for world 
war. The user is expecting the system to identify 
relevant anchors and links, and to place these at the 
top of the results list.  The list should also be com-
prehensive because it is not clear that the document 
author can know a priori which links will be relevant 
to a reader of the document.  That is, link discovery 
is a recall oriented task 

The Mean Average Precision based metrics are 
very good at taking rank into account and are recall 
oriented. They are also very well understood. A good 
metric for link discovery should, consequently, be 
based on MAP.  The difficulty is computing the re-
levance of a single result in the results list. 

For the anchor The Theory of Relativity, an equal-
ly good anchor might be Relativity.  For evaluation 
purposes it is assumed that if the target is relevant 
and the anchor overlaps a relevant anchor then the 
anchor is relevant; fanchor(i) = 1. This is subtly differ-
ent from the world war problem above, different in 
so far as the target must also be relevant.  Of course, 
this definition of relevant anchor aids in reusability. 

The assessor might have assessed any number of 
documents as relevant to the given anchor.  If the 
target of the anchor is in the list of relevant document 
then it is considered relevant; fdoc(i) = 1. In the INEX 

ad hoc track the BEP is considered to be subjective.  
If the search engine can put the relevant passage on 
the user's screen then it is considered a “hit”.  The 
contribution of the links’ BEP is a function of dis-
tance from the assessor’s BEP: 

����(�) = �� − 0.9 × 	(
, �)�    �� 0 ≤ 	(
, �) ≤ �0.1                     �� 	(
, �) > �  

Where 	(
, �) is the distance between submis-
sion BEP and result BEP in character. Therefore, the 
score of ����(�) varies between 0.1 (i.e. d is greater 
than n) and 1 (i.e. the submission and result BEPs are 
exactly matched). The score of 0.1 is reserved for the 
right target document with an indicated BEP not in 
range of n. n typically is set up as 1000 (characters). 
The score of a result in the results is then: 

� = �(�������(�)) × �∑ ������ (�) × ����� (�)����� ��� ! 

Where m is the number of returned links for the 
anchor and mi is the number of relevant links for the 
anchor in the assessments. As the result list is re-
stricted to 5 targets per anchor mi is capped at 5 for 
evaluation.  A perfect run can thus score a MAP of 1. 

7. Conclusion and Outlook 
Although it has appeared as though link discovery is 
a solved problem, manual assessment of participants 
runs at INEX 2008 showed that, in fact, it is not.  The 
INEX result raises new questions about methodolo-
gies for link discovery evaluation, and in particular 
focused link discovery systems. 

In this contribution we propose and describe a 
new comprehensive methodology. This methodology 
is based on manual assessment of link relevance. A 
new metric is proposed to measure the performance 
of a run.  Our methodology is being used for the IN-
EX 2009 Link-the-Wiki track. 

Our further work will focus on evaluation quality 
and on the efficiency of the manual assessment. This 
will be done using assessor surveys and interviews.  

We remain fascinated by the appalling perfor-
mance of the Wikipedia itself when evaluated against 
the manual assessments. It is our expectation that, 
once the methodology is stable, link discovery sys-
tems will outperform human created hypertext links. 
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Abstract Web pages contain both unique text, which
we should include in indexes, and template text such as
navigation strips and copyright notices which we may
want to discard. While algorithms exist for removing
template text, most rely on first completing a crawl and
then parsing each page. We present a cheap and effi-
cient algorithm which does not parse HTML and which
requires only a single pass of the document. We have
used two web corpora to investigate the performance of
a retrieval system using our algorithm and have found
similar eectiveness with an index 9-54% smaller. Fur-
ther experiments using a marked-up corpus have shown
97% of desired lines are returned.

Keywords Web documents, information retrieval

1 Introduction
Retrieving information from within a web document is

made more difficult by the presence of template text.

Such templates include, for example, the header and

footer information that sandwiches the real content of

the document. These are typically inserted automat-

ically by HTML authoring tools and scripts that dy-

namically generate HTML pages, in order to provide

a website with a consistent look-and-feel. Ideally, an

information retrieval system would be able to discard

such template material when it doesn’t contribute to the

topic of a page.

In this paper, we treat template detection and re-

moval as a longest common subsequence (LCS) prob-

lem, giving an efficient solution. Our experiments with

the WT10g corpus and an enterprise data set demon-

strate gains in efficiency with low complexity.

2 Related work
Related work has been characterised as using either a

local or a global approach [3]. A local approach exam-

ines a page in isolation to find the template material. In

contrast, a global approach determines shared templates

by examining two or more documents from a collection.

Most approaches handle templates with a two-pass

algorithm: the first pass identifies the template and the

second extracts it. Approaches to identifying the tem-

plate have included structural comparisons, often us-
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ing the document object model of the HTML docu-

ment. Tree comparison methods have been used to ex-

amine similarities in HTML tag elements [8]. Simi-

larly, Wang et al. [9] look for tables specifying layout.

Visual blocks have been segmented using classification

approaches [7].

In contrast to examining document structure, other

approaches simply examine page text and are thus

cheaper to run. Word-level features such as term

frequency and word position statistics have been

exploited to induce templates [2]. A similar approach

using text fragment frequencies is explored by

Gibson et al. [3]. Our work is similarly non-structural

but does not require any statistical modelling.

3 The sandwich algorithm
We investigate template detection and removal from

the viewpoint of improving the efficiency of a web

search engine. As such, we start with the constraint

that the solution must be able to operate as documents

are crawled.

The algorithm is derived from the intuition that,

given the prevalence of HTML authoring tools and

website content management systems, documents in

the same directory will likely share the same template.

The template lines are detected by comparing the

target file—line by line—with a sibling document

in the directory, referred to here as a peer. The

longest common subsequence (LCS) of lines is a

non-contiguous set of lines in common to a document

and its peer. Our approach assumes all such lines are

from a template and can be discarded. The remaining

lines are considered indexable material and kept. If

there are no other pages in the directory, and therefore

no candidate peers, no template removal is attempted.

Our approach is global but reduces to a single pass.

That is, identification of the template is performed

per document, and template material is removed at

the same time. As a result, this approach can be

implemented in a crawler before material is stored. If

the crawl is breadth-first, in most cases an appropriate

peer will simply be the last page crawled.

Different algorithms produce the LCS in O(n2)
to O(n logn) time [5, 6], where n is the number

of lines in each document. No HTML parsing is

required; the algorithm is entirely independent of
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the markup language.1 The algorithm can remove

template text from “split” content, where template

material is injected in between portions of useful text.

Implementation is straightforward and simpler than

competing approaches, which makes template removal

an option where engineering resources are limited.

4 Experiments
Our early experiments consider two measures. First,

we examine the effectiveness and efficiency of a re-

trieval system which employs the sandwich algorithm.

Second, a corpus with templates explicitly marked al-

lows us to investigate our algorithm’s accuracy. (These

only provide a quick check of the algorithm’s perfor-

mance; in this first work we have not conducted an

in-depth comparison with competing, more complex,

techniques.)

To investigate the performance of a retrieval system

which incorporates the sandwich algorithm, we used

PADRE [4]—which implements a variant of BM25—

and two corpora. The WT10g corpus, used by the

TREC web track [1], includes about 1.7 million web

pages from a variety of hosts. Peers were found for

92% of pages. We used three sets of associated queries

(“topics”). Topics 451–500 (from TREC 2000) and

501–550 (from TREC 2001) are reverse engineered

from search engine query logs. Topics EP1–145, also

from TREC 2001, concentrate on finding home pages.

Since by removing navigation blocks we will remove a

number of links to each site’s entry page, performance

on this latter set of queries seems likely to degrade.

The second corpus is in the media domain, and was

collected from a large, national media organisation’s

website. It comprises about 760,000 documents for

which peers were found for 98%. 88 queries were used

from a sample of the organisation’s query log, with

judgements by an author who was familiar with the

organisation. A subset of this corpus has templates

explicitly marked.

In these experiments, which used a pre-existing

crawl, a page’s peer was based on its name n: it

was that page in the same directory whose name was

closest to n. “Closest” was defined with respect to edit

distance.

The first question we ask is: how much more effi-
cient can an index be if templates are removed? To our

knowledge, template removal approaches have not been

examined by this measure. Table 1 summarises the size

of each corpus with and without processing; and the

number of postings in an index of each.

Since a lot of templates are formatting or script-

ing instructions, which will not be indexed anyway, the

savings in postings are less than the savings in corpus

size—however even the smallest saving, 9% of postings

for WT10g, seems worthwhile, and the figures for the

1If the input is known to be, e.g., HTML or SGML then a tokeniser

could be run first and the LCS computed over streams of tokens. We

have not yet pursued this idea.

As-is LCS removed

WT10g 10.7 GB 9.0 (−17%)

1.4×109 postings 1.2×109 (−9%)
media 12.3 GB 4.0 (−67%)

1.1×109 postings 0.5×109 (−54%)

Table 1: Corpus and index sizes for two corpora, before

and after processing.
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Figure 1: AP scores for queries 451–500, processed

with and without templates in the index.

media corpus represent a substantial savings. The fig-

ures for WT10g are smaller than the 40–50% suggested

by Gibson et al., but the WT10g crawl is older than the

one used there and the use of templates has been grow-

ing since [3]. By insisting on exact string matches we

are also conservative in identifying possible templates.

Although a substantial fraction of the index has been

removed, retrieval performance is unaffected. Figure 1

illustrates the AP scores for each of topics 451–500: on

most queries there is no discernable change and overall

there is no significant difference (Wilcoxon p > 0.99).

Topics 501–550 and EP1–145, and the media set, are

similar (p > 0.2, p > 0.5, and p > 0.4 respectively).

A further question is: how accurate are we in
removing templates? We compared our output, line

by line, with a subset of the media corpus explicitly

marked by the organisation. Blank lines and content-

less HTML (e.g. a sole <p> on a line) were not

considered in the comparison. The precision and recall

of lines classified as non-template material (and hence

kept) is 57% and 97% respectively, with an F1 score

of 0.59. The algorithm is correctly keeping the great

majority of interesting text, although our conservative

approach means we are also keeping a portion of

templates.

5 Conclusions and Future Work
Templates represent a substantial, though generally

uninformative, portion of text on the web. Removing

templates leads to a reduction in index size, without

a drop in query performance. Line-based LCS
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comparison provides a cheap method for template

detection and removal, allowing for easy integration

within a web crawler. In future work, we intend to

use the sandwich algorithm with question answering

systems and automatic text summarisers, both of

which can benefit greatly with the accurate removal of

irrelevant template material.
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Abstract  Current multimedia Web search engines 
still use keywords as the primary means to search. 
Due to the richness in multimedia contents, general 
users constantly experience some difficulties in 
formulating textual queries that are representative 
enough for their needs. As a result, query 
reformulation becomes part of an inevitable process 
in most multimedia searches. Previous Web query 
formulation studies did not investigate the 
modification sequences and thus can only report 
limited findings on the reformulation behavior. In this 
study, we propose an automatic approach to examine 
multimedia query reformulation using large-scale 
transaction logs. The key findings show that search 
term replacement is the most dominant type of 
modifications in visual searches but less important in 
audio searches. Image search users prefer the 
specified search strategy more than video and audio 
users. There is also a clear tendency to replace terms 
with synonyms or associated terms in visual queries. 
The analysis of the search strategies in different types 
of multimedia searching provides some insights into 
user’s searching behavior, which can contribute to the 
design of future query formulation assistance for 
keyword-based Web multimedia retrieval systems.

Keywords Web log analysis, multimedia search, 
query reformulation, search strategy 

1. Introduction 
The prevalence of multimedia information on the Web 
has changed user’s information need from textual to 
multi-modal (i.e. audio, image, and video) searching. 
Multimedia search is more complex compared to 
general Web searches as evidenced by the longer 
session times and query lengths [11, 18]. Web 
multimedia search users also perform many query 
modifications, and have more difficulties in finding 
the appropriate terms to represent their needs. In 
addition, image search has the longest session length 
(i.e. more queries per session) [19] and more terms per 

query than video and audio searches [18]. Therefore, it 
is important to investigate user’s multimedia query 
formulation behavior in order to better understand the 
characteristics and obstacles in different types of 
multimedia searches.  

Existing studies have attempted to understand 
user’s information searching behavior and the search 
trends from Web log analysis [7, 15, 19]. These 
studies have shown that users submit relatively short 
search queries, typically around three terms per query 
[15]. Most users do not review many results, typically 
only the first result page [9, 11]. Such little contextual 
information and brief interaction between the user and 
the search engine limited the understanding of user’s 
searching behavior, especially when the analysis is 
based on individual transaction records [13, 16]. Thus, 
it is necessary to investigate multiple queries in order 
to provide more contextual information for Web log 
analysis.

The current study aims to discover multimedia 
query reformulation behavior and search strategies by 
applying novel log analysis procedures. To our 
knowledge, this is the first study to automatically 
analyze contextual information beyond two 
consecutive transaction logs. This approach also 
allows us to compare the search strategy 
characteristics among different types of multimedia 
searches and provide insights for future system 
development. 

2. Related studies 

2.1 Limitations of current Web log 
analysis
Web logs can be effectively used to understand 
general users’ online searching behavior on a large 
scale [6, 8, 9, 11, 15] and are generally more objective 
and non-intrusive than other data collection methods 
[6]. Such unique characteristics make Web log data 
representative of user’s unaltered behavior and thus 
regarded as the most convenient way to study real 
users [6]. However, the findings from individual 
transaction log are usually limited to the descriptive 
data without explanatory information about user’s 
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searching behavior [16]. Recent studies have begun 
extracting contextual information from consecutive 
query modifications [5, 13, 14]. However, most 
studies are limited in the amount of queries that can be 
investigated because of the need for manual reviewing 
processes [12, 16, 20]. Other studies using large-scale 
data only examine searching behavior based on two 
consecutive query modifications. Thus, the full 
potential of contextual Web log analysis has yet to be 
discovered.

The analyses of contextual search information 
mainly focus on identifying new search sessions based 
on query modifications between consecutive queries 
[5, 10, 13]. He, Goker, and Harper [5] compared the 
effectiveness of using the time interval between two 
clicks and query modification patterns in detecting 
new search sessions. While the combination of these 
two methods produced the best results, query 
modification patterns accounted for the majority of the 
improvements. Ozmutlu and Cavdur [13] applied this 
method to Excite search engine logs. Their findings 
supported the usefulness of query modification 
patterns. Query modification pattern and time interval 
also have a significant effect on judging topic shifts 
[14]. In the comparison with several Support Vector 
Machine methods, the use of query modification 
pattern achieved at least 95% precision and recall in 
topic continuation, and 35% or more in topic shift 
cases, far better than its SVM counterparts. Similarly, 
Lau and Horvitz [12] used query modification pattern 
and time intervals between two consecutive queries to 
successfully predict user’s upcoming search behavior 
based on a Bayesian probability model. Query 
modification has also been used for studying the 
uptake and effectiveness of terminology feedback 
provided by retrieval systems [1].  

2.2 Web query reformulation behavior 
and search strategies 
The term “modification” and “reformulation” have 
been used interchangeably in many Web log analysis 
studies without explicit clarification of the differences 
[10, 16]. In this study, we use “reformulation” to refer 
to user’s overall behavior of formulating different 
versions of related queries in a session, whereas 
“modification” represents each change to the query. 
Thus query modifications can be classified into certain 
patterns and the overall query reformulation behavior 
implies user’s search strategies. 

Bruza and Dennis [4] investigated user’s query 
reformulation behavior by manually classifying more 
than one thousand queries into one of the eleven types 
of query modifications. With the exception of the 
repeating queries, term substitution was found to be 
the most dominant type of query modifications, 
followed by term addition and deletion. A similar 
finding was also reported from the study on a meta-
search engine Dogpile.com [10]. Jansen, Spink, and 

Narayan [10] investigated query reformulation 
behavior among large-scale Web log data. Despite the 
large proportion of formulating new search queries, 
query reformulation (which is equivalent to 
substitution in [4]) accounted for more than 15% of all 
eight types of modifications, with specialization (i.e. 
addition) occurring more than twice of generalization 
(i.e. deletion). They also concluded that major search 
content transitions were between Web and image 
collections.

Currently, only limited query modification studies 
have investigated more than two consecutive queries 
to infer user’s search strategies [16] or tactics [2]. 
Rieh and Xie [16] manually investigated 313 sessions 
of five modifications or more to classify the overall 
query reformulation approach into one of the eight 
distinct strategies, including: generalized, specified,
dynamic, parallel, block-building, multi-tasking,
recurrent, and format (details in Section 4.6). 
Although they did not report the frequency for each 
strategy, they concluded that the first four (i.e. 
generalized, specified, dynamic, and parallel) are the 
most popular strategies. A similar categorization of 
search strategies can also be found in [2]. 

3. Research questions 
Our focus is user’s Web multimedia searching 
behavior which can be revealed by consecutive query 
modifications. We investigate the entire session of 
user’s query modifications to infer the searching 
behavior. The three main questions that we attempt to 
answer are: 

1. What are the frequent modifications in Web 
multimedia queries and do they differ among the 
multimedia searches? 

2. What can the sequence of query modifications tell 
us about user’s query reformulation behavior? 

3. What search strategies can be inferred from query 
modification sequences? How can they contribute to 
the improvement of keyword-based Web multimedia 
retrieval systems? 

4. Methodology

4.1 Dogpile log aggregation and query 
modification records 
Dogpile is one of the leading online meta-search 
engines, which incorporates the indices of top search 
results from Google, Yahoo!, MSN Live, and 
Ask.com. For this study, a total of 1,228,310 records 
taken on May 15th, 2006 have been used in our 
analysis. The original Dogpile transaction log contains 
five fields that we use for our analysis: 

IP: the IP address of the computer submitting the 
query. 
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Cookie: the unique identifier which Dogpile system 
sends to a particular computer with a pre-defined valid 
period. 

Time: the time of the day when user submits the 
query. 

Query: the original search text submitted to the 
system. 

Vertical: the search type option which user selected 
on Dogpile’s search page. In this study, we separate 
the logs with “images”, “video”, and “audio” option 
selected and replicate the analyses for comparison.

4.2 Browsing record aggregation 
The Dogpile transaction logs are sorted based on 
different user identification (i.e. a unique combination 
of Internet Protocol (IP) and cookie) in a 
chronological order. Consecutive transaction logs with 
identical queries represent browsing records and are 
aggregated with the foremost record. If the last record 
has the same time stamp as the first record in current 
browsing aggregation, the duration will be logged as 
zero length (e.g. the last aggregation in Table 1 and 
Table 2). Table 1 and 2 illustrate the original log and 
aggregated record respectively. 

IP Cookie Time Query Vertical

64.105.73.70 2187RDPA47YLJOB 6:05:33 PM pod of dolphins Images

64.105.73.70 2187RDPA47YLJOB 6:06:03 PM group of dolphins Images
64.105.73.70 2187RDPA47YLJOB 6:06:18 PM group of dolphins Images
64.105.73.70 2187RDPA47YLJOB 6:06:18 PM group of dolphins Images

64.105.73.70 2187RDPA47YLJOB 6:08:56 PM dolphins Images
64.105.73.70 2187RDPA47YLJOB 6:08:56 PM dolphins Images
64.105.73.70 2187RDPA47YLJOB 6:08:56 PM dolphins Images

Table 1. Original Dogpile search logs with browsing 
records

1 pod of dolphins  I 0:00:30

1 group of dolphins  pod,group R 0:02:53

1
bottlenose 
dolphins  

group 
of,bottlenose R 0:00:00

DurationCurrent query Modified terms Modification 
pattern

Session 
No.

Table 2. Query modification table with aggregated 
modification records 

4.3 Modification pattern classification 
Each aggregated transaction record is classified into a 
query modification pattern based on the content of the 
current query and the previous query. We use four 
modification patterns for our classification. The 
definitions for each modification pattern are: 

Initial query (I): current query has no terms in 
common with the previous query 

Addition modification (A): current query contains all 
search terms from the previous query, as well as some 
new terms 

Deletion modification (D): current query omits some 
terms from the previous query 

Replacement modification (R): deletion and addition 
of terms happen simultaneously to form the current 
query 

Thus an initial query represents a new search topic 
since no search terms are carried over from previous 
query. Some studies also classify replacement 
modification as “reformulation” [5, 13, 14]. However, 
as users can freely reformulate the query by changing 
the order of search terms without affecting the search 
results, we use the term “replacement” to clearly 
indicate such modification. Details of the 
classification algorithm can be found in [5]. We built a 
program to automatically classify queries by their 
modification patterns and aggregate consecutive 
browsing records in Table 2. 

4.4 Session aggregation 
A search session is a series of related queries 
submitted by same user. In addition to being defined 
by a unique combination of IP and cookies, a query 
with no terms in common with its preceding query is 
regarded as the beginning of a new session, thus 
classified as the “initial query”. By calculating the 
number of sessions with same IP and cookie 
combination, we are able to identify the average 
search topics submitted by a user.  

4.5 Modification sequence 
Once the query modification records have been 
generated, consecutive modifications within each 
session can be classified into several predetermined 
modification sequences. We used our program to 
identify the occurrence of thirty-six types of 
modification sequences, incorporating two or three 
predetermined modifications. Sessions with less than 
two modifications are discarded as they provide little 
information about user’s behavior. The two–
modification-sequences comprise one initial query (I), 
followed by two query modifications which can be 
either of the replacement, addition, or deletion 
modification. Thus, nine patterns (3*3) can be 
formulated for the two-modification sequences. 
Similarly, twenty-seven patterns of three-
modification-sequences (3*3*3) can be formulated. 
The main purpose of this analysis is to discover the 
frequent patterns of modification sequences that users 
follow, thus revealing user’s preference for 
consecutive query modifications and providing in-
depth information for search strategy analysis. 

4.6 Search strategies based on 
modification sequence analysis 
When typical modification sequences emerge from 
our analysis, we calculate the changes in the number 
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of query terms within each sequence. Such changes 
can determine if users adopt some particular search 
strategies. We construct our strategy classification 
based on the higher level categorization in [16]. The 
list of modification strategies used in this study, as 
well as the detail descriptions of our analysis 
assumptions are as follows:

Generalized reformulation 

A user may begin with several search terms and 
subsequently drop some of the terms to include more 
results. This generalized reformulation is often 
manifested by consecutive term deletion changes [16]. 
It can also be characterized by replacing the query 
with fewer terms. Modification sequences in which 
subsequent queries always have fewer or equal terms 
to the precedent queries belongs to this category.

Specified reformulation 

When a user persistently specifies a query by adding 
more terms or changing to more specific phrases, we 
classify this approach as specified reformulation. In 
our analysis, modification sequences in which a 
subsequent query always has more or equal terms to 
its preceding query belongs this category. 

Dynamic reformulation 

When a user inconsistently switches between 
generalized and specified reformulation, we 
characterize such approach as dynamic reformulation. 
Such modification pattern manifests the unplanned 
nature of user’s search process. Users who adopt this 
search strategy generally have the most 
unconsolidated search problems, and require more 
interaction with the retrieval system. Modification 
sequences in which subsequent queries can have either 
fewer or more terms than precedent queries exhibit 
dynamic search strategy. 

Constant reformulation 

Constant search occurs when a user modifies terms of 
the same concept level which shares some common 
characteristics, for example when substituting with 
related objects (e.g. from PC to Mac) or synonyms. 
This strategy is characterized by having a constant 
number of query terms across the entire modification 
sequence, regardless of the existence of replacement 
modifications. The same query specificity suggests a 
one-to-one relationship between the original and new 
terms.  We used the term “constant reformulation” to 
reflect this unique characteristic. 

5. Results

5.1 Query modification 
From Table 3, image searches are the dominant type 
of multimedia search in our dataset with more than 
50% of sessions and users attributed to image 
searches. Audio is the second popular type of 

multimedia search whereas video is the least popular. 
As Table 4 shows, initial queries are the majority of 
query modification across all multimedia searches. 
Replacement modification is more than twice of the 
addition modification in visual searches (i.e. image 
and video searches) but much less in audio searches. 
Deletion is the least type of modification in all 
searches.  

Comparing the distribution of the four 
modifications in multimedia searches, audio search 
users are more likely to formulate new search topics as 
they have larger proportion of initial queries and more 
topics per user than image and video searches. The 
number of topics submitted by both image and audio 
users varies a lot (SD=21.60 and 22.39 respectively) 
while video users shows a much uniformity pattern 
(SD=8.33). For the number of modifications, image 
and video users have the same amount of 
modifications (1.71 modifications on average) while 
audio users show slightly fewer modifications per 
session (1.63 on average). Overall, image and video 
search users are very similar in terms of query 
modifications. 

Image % Video % Audio % Total
Log records 597,760 48.7 231,941 18.9 398,609 32.5 1,228,310
Sessions 183,825 52.9 52,405 15.1 110,945 32.0 347,175
Users 60,701 52.1 21,677 18.6 34,088 29.3 116,466

Table 3. Statistics of image, video, and audio search 
logs in Dogpile dataset

Image % Video % Audio %
Initial 183,825 58.6 52,405 58.5 110,945 61.2
Replacement 82,292 26.2 22,225 24.8 33,645 18.6
Addition 30,716 9.8 8,817 9.8 22,553 12.4
Deletion 16,757 5.3 6,124 6.8 14,176 7.8
Total 313,590 100.0 89,571 100.0 181,319 100.0

Average 3.03 2.42 3.25
SD 21.60 8.33 22.39

Average 1.71 1.71 1.63
SD 1.68 1.68 1.42

Topics per user

Modifications per session

Table 4. Statistics of query modification records

5.2  Modification sequence 
Two-modification-sequence analysis 
The frequencies of each modification sequence pattern 
(in percentages) are presented in Table 5 and 6. Table 
5 signifies the popularity of replacement modification 
in all types of multimedia searches, as evidenced by 
the dominance of I-R-R and I-A-R sequences. On the 
contrary, the unlikelihood of consecutive deletion 
modification is manifested by the low occurrence of I-
D-D sequences (i.e. less or equal to 1% in all 
multimedia searches). 

Figure 1 shows that both image and video searches 
have prominently more I-R-R sequences than audio 
searches. The audio searches have much more I-A-D
sequences than the other two types of searches, thus 
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making it more evenly distributed in the top three 
modification sequence patterns. All multimedia 
searches show a similar distribution beyond the top 
three patterns.  

Image Video Audio

I-R-R 41.2% 39.2% 26.8%

I-A-R 24.9% 22.2% 23.6%

I-A-D 10.9% 13.4% 21.9%

I-R-A 5.6% 5.3% 6.2%

I-R-D 5.4% 6.8% 6.9%

I-D-A 5.1% 6.2% 7.1%

I-A-A 3.9% 3.3% 4.3%

I-D-A 2.3% 2.6% 2.1%

I-D-D 0.6% 1.0% 1.0%
Table 5. Comparison of the frequencies in two-

modification-sequence patterns

Figure 1. The distribution of the two-modification-
sequence patterns among Image, Video, and Audio 

searches 

Three-modification-sequence analysis 
The dominance of replacement and addition 

modification continued in the analysis of three–
modification-sequences. As shown in the high 
frequencies of both I-R-R-R and I-A-R-R sequences in 
Table 6, about 50% of all three modification 
sequences in image and video searches are associated 
with replacement and addition modifications. 
Similarly to the distribution in two-modification-
sequence analysis, both image and video searches 
have much higher proportion of consecutive 
replacement modifications (i.e. I-R-R-R sequences) 
than audio searches. The top three modification 
sequence patterns distribute more evenly in audio 
searches with a slightly more I-A-D-A sequences than 
the other two types of searches. For modification 
sequence patterns beyond the top five, all multimedia 
searches demonstrate similar distribution, thus provide 
little information for characterizing different types of 
multimedia searches. Figure 2 shows that I-R-R-R
sequences are more prominent in both image and 
video searches as the distribution decreased more in 
the top three modification sequence patterns than 
audio searches. The top five patterns account for over 
half of the three-modification–sequence in all 

multimedia searches and only one pattern contains the 
deletion modification. When we further differentiate I-
R-R sequence into I-R-R-R, I-R-R-A, and I-R-R-D
sequences, the prevalence of replacement over 
addition and addition over deletion continued (I-R-R-
D not shown in Table 5). Hence, user’s preference for 
replacing terms and the unlikelihood of deletion 
modification in the early stage of query modification 
can be confirmed. 

Image Video Audio

I-R-R-R 35.3% 32.4% 21.6%

I-A-R-R 20.1% 17.3% 16.7%

I-A-D-A 5.3% 6.3% 11.1%

I-R-A-R 4.5% 4.1% 3.6%

I-R-R-A 3.9% 3.5% 2.6%

Total 69.1% 63.7% 55.6%
Table 6. Comparison of the top 5 frequencies in three-

modification-sequence patterns

Figure 2. The distribution of the top 5 three-
modification-sequence patterns among Image, Video, 

and Audio searches

5.3 Search strategies based on 
modification sequence 
We investigated search strategies based on the 
consecutive replacement sequences (i.e. the I-R-R and 
I-R-R-R sequences) because of their prominence in the 
modification sequence analysis. As Table 7 shows, 
about 40% of all I-R-R sequences exhibit a dynamic 
search strategy. From Table 8, the proportion of 
dynamic search increases to more than 50% in I-R-R-
R sequences. While this large proportion of dynamic 
search can be anticipated, constant search which 
accounts for nearly one-third of all consecutive 
replacement sequences is more revealing. Because the 
query length is held at constant within each session in 
constant searches, it appears to be a one-to-one 
relationship between the replaced term pairs. A 
reasonable explanation is the interchange of synonyms 
or associated terms of the same construct (e.g. “PC” to 
“Mac”, “UK” to “USA”, or “girls” to “boys”). Both 
Table 7 and 8 show more specified searches than 
generalized searches, but the difference is only 
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noticeable in image searches. This indicates that 
image users are more prone to adopt specified strategy 
(i.e. gradually adding more search terms as the 
searching progresses) than other types of multimedia 
users. In other words, image users progressively 
consolidate or learn more information about their 
problems through the interaction with the Web search 
engine. The percentage for the search strategy analysis 
from I-R-R and I-R-R-R sequences are presented in 
Table 7 and Table 8 respectively. 

Image Video Audio

Dynamic 40.1% 40.6% 42.7%

Constant 34.8% 34.3% 28.5%

Specified 15.2% 12.8% 15.2%

Generalized 9.9% 12.3% 13.5%
Table 7. The percentage of each search strategy 

from I-R-R modification sequences 

Image Video Audio

Dynamic 52.9% 52.9% 58.3%

Constant 27.2% 25.7% 22.1%

Specified 11.9% 11.3% 10.1%

Generalized 8.0% 10.1% 9.4%
Table 8. The percentage of each search strategy from 

I-R-R-R modification sequences
As shown in Figure 3 and 4, both strategy analyses 

from I-R-R and I-R-R-R sequences suggested the 
highest constant search strategy in image searches. 
Thus image searches require most synonym or related 
term replacement modification than other types of 
multimedia searches, and such characteristic should 
benefit image searches more from term suggestion 
functionalities when refining the search queries. While 
video searches have slightly less proportions of 
constant searches than in image searches, they shared 
very similar distribution across the four types of 
search strategies. On the other hand, audio search 
users are more prone to adopt a dynamic search 
strategy.

In order to verify the replaced terms in constant 
search sequences, we implemented a Brill tagger1 [3] 
to identify the part-of-speech of the replaced term 
pairs (i.e. the terms from the original query paired 
with the terms from the replacement query). Among 
the randomly selected 1465 constant I-R-R-R
modification sequences, a total of 3003 replaced term 
pairs have been successfully tagged using the Brill 
tagger. More than 70% of these term pairs (2125 in 
total) have same part-of-speech, reassuring our 
explanation of interchanging between synonyms or 
associated terms of same construct in these constant 
search sequences.
                                                                
1 Details on the tagger implementation can be found in [17]. 

Figure 3. Comparison of the search strategies from     
I-R-R modification sequences 

Figure 4. Comparison of the search strategies from     
I-R-R-R modification sequences 

6. Discussion and future work 
The statistics of query modification revealed that all 
multimedia search users shift their search topics more 
than refining their queries. Such phenomenon is most 
evident in audio searches as initial queries are more 
than triple of the replacement queries. The 
replacement queries are more than twice the addition 
queries in both image and video searches, whereas 
audio searches have notably more addition queries. 
Deletion queries are the least type of modifications in 
all multimedia searches, especially in image searches. 
Overall, when users do modify their queries, they tend 
to replace their search terms rather than adding or 
removing them. Such modification tendency is more 
prominent for visual searches (i.e. image and video 
searches). Although the number of topics searched by 
one user varies a lot, users searched around two to 
three different topics on average. In terms of in-
session modification analysis, the majority of users 
only perform little modifications to their queries and 
visual search users modify their queries slightly more 
than audio users.  

The analysis of modification sequence pattern 
suggests the tendency to replace and add search terms 
when modifying visual queries. The distribution of 
modification sequences shows a tendency toward the 
consecutive replacement modification sequences (i.e. 
the I-R-R and I-R-R-R sequences) in visual searches. 
This tendency also distinguishes visual searches from 
audio search and suggests the need for interchanging 
related search terms. In other words, visual search 
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users are more willing to interact with the system than 
audio search users. 

In terms of search strategies, the changes in 
number of terms within I-R-R and I-R-R-R sequences 
reveal that about 40%-50% of users engage in 
dynamic searches. This typically reflects the 
unplanned nature of Web multimedia searching, which 
manifests the need for initiating several guessing runs 
to consolidate user’s problem, or to find the 
appropriate search terms. Nevertheless, about one 
third of users adopt constant search strategy in which 
they replace search terms with an equal number of 
terms, suggesting the high likelihood of interchanging 
with synonyms or related terms. This constant search 
strategy also differentiates visual searches from audio 
searches. While visual searches always have higher 
proportion of constant searches, image users adopt 
most constant search strategy among all multimedia 
searches. Hence it can be assumed that image users 
should benefit most from knowledge or ontology 
based query expansion or term suggestion assistance. 
The reason of less constant search strategy in audio 
searches may be that audio searchers tend to use the 
song title or singer’s names in their queries [19], 
resulting the replacement of these proper nouns other 
than interchanging similar terms in visual searches.  

When the change of terms shows a unidirectional 
pattern, all multimedia searchers are more prone to 
adopt the specified approach. This finding is 
consistent with prior study’s conclusion on user’s 
primary concern of retrieval precisions [9]. In 
particular, image search users show a stronger 
preference for adopting this approach than other types 
of multimedia users. Typical scenario would be that 
image search users need to see widely before they 
know exactly what they are searching for or how their 
target images should look like. This characteristic 
implies the importance of a browsing tool that helps 
users compare different results and thus consolidate 
their problems quicker. A hierarchy arrangement of 
the results or term suggestions should also be useful.  

Compared with general Web search studies, the 
current study findings are consistent with Jansen and 
Spink’s [8] conclusion on the complexity of user’s 
Web search behavior as one-query session increased 
over the years and users modify their queries less and 
less. This is to say that general Web users share the 
same characteristics with our user pool. Hence the 
effectiveness of the interaction between the user and 
the system is substantial to the improvement of query 
modification process. Future work should include a 
user study to understand the reasons behind each 
modification, as well as the corresponding search 
strategies. A semantic level analysis of replaced terms 
would also help discover the aspects of multimedia 
content that users modify most, such as the visual 
descriptors or the semantic meanings of the retrieved 
objects.

The prevalence of consecutive replacement 
modifications implies the need for an effective 
relevance feedback mechanism that would help users 
refine the importance of their query terms, perhaps 
with advanced search term suggestions based on the 
replaced terms (e.g. automatically displays synonyms 
or associated terms when user deletes a term). In terms 
of search strategies, the current study confirms the 
preference for the specified approach among image 
searchers. An interactive retrieval system that can 
gradually obtain more information about user’s image 
problem would be helpful in guiding the user to 
explore the entire collection, and hence improve the 
query reformulation effectiveness. 

7. Limitations  
Due to the aim of using automatic approach to 
discover user’s query modification behavior, this 
study only perform the part-of-speech analysis of 
replaced terms in constant search sequences. This 
limits our understanding of the types of terms being 
modified during the reformulation process. However, 
user’s overall search strategy can still be inferred from 
our analysis. Although we have successfully 
discovered some unique characteristics among 
different types of multimedia searches, these findings 
are yet to be compared with general Web searches to 
address the differences in terms of query modification 
behavior and search strategies. 

8. Conclusion
The current study investigated users’ multimedia 
searching behavior based on their query modification 
methods. Our analysis showed that around 60% of 
query modifications are to formulate new search 
topics. Image and audio users searched more topics on 
average than video users. Our approach to analyze 
Web multimedia query modifications went beyond 
two consecutive queries. The analysis of session 
modifications revealed that visual search users (i.e. 
both image and video users) modify their queries 
slightly more than audio users. Visual search users 
also tend to replace search terms with other related 
terms rather than merely narrowing or broadening 
their searches. Generally speaking, visual searches 
showed similar modification patterns with much more 
consecutive replacement modifications than in audio 
searches. In terms of search strategies, the relatively 
high proportion of constant search strategy in visual 
searches indicates the importance of term suggestion 
assistance that helps user find the synonyms or related 
terms more easily. Our search strategy analysis also 
showed the tendency of adopting a specified approach 
in image searches, which suggests a need for query 
formulation assistance to help users gradually specify 
of their problems. 

We present an automatic analysis procedure in this 
study, thus maximizing the ability to apply the same 

124



analysis to different data sets, as well as allowing 
comparisons with general Web user’s searching 
behavior. By adopting the analysis procedure, it is 
possible to extract more information about user’s 
query modification behavior, especially the search 
strategies based on the statistical evidence. Future 
multimedia retrieval systems can utilize these different
search characteristics to improve query formulation 
process and search efficiency. 
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Abstract Document clustering is useful for address-

ing vague queries and managing large volumes of docu-

ments. However, conventional algorithms for document

clustering do not consider the lengths of terms in the

cluster labels. Some cluster labels have considerably

different lengths. Cluster labels with different lengths

result in wasted space on the screen. To counter this

problem, we have developed a new method for term

clustering. Our method considers both lengths and co-

occurrences of terms while clustering them. Therefore,

our method can achieve an efficient document search

even with limited area on the screen.

Keywords Information Retrieval, Web Documents

1 Introduction

A single-term query is usually ambiguous, and it

results in a large number of documents. Search result

clustering is very effective in managing such a large

number of searched documents[1][2][3]. We have

developed a model for classifying a set of searched

documents into clusters of related terms[4]. The

developed system was found to be useful for PC users

but not for the users of mobile terminals. This is

because the number of terms in each cluster label

varies. Further, the number of letters in each term

varies. For example, the number of letters in cafe is

less than half the number of letters in restaurant. The

situation worsens when we use a proportional font to

represent the cluster labels. In a proportional font,

the space required to represent the letter “w” is larger

than that required for “i,” thereby resulting in wasted

space on the screen (Figure 1 (a)). In order to make

optimal use of the limited space on mobile terminals,

we propose a new clustering method. Our proposed

method generates a set of related-term clusters that fit

in a rectangular region (Figure 1 (b)). The related-term

clusters are based on the co-occurrence of related terms

and are supposed to be intuitively better understood by

users than randomized related terms. This is because

co-occurrent terms in documents are supposed to be

terms associated with each other. According to Meyer

Proceedings of the 14th Australasian Document Comput-

ing Symposium, Sydney, Australia, 4 December 2009.
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Figure 1: Comparison between clustering methods

Figure 2: Comparison between occupied areas

and Schvaneveldt[5], pairs of associated terms such

as (BREAD-BUTTER) and (NURSE-DOCTOR) are

more promptly recognized by users than pairs of

unassociated terms such as (BREAD-DOCTOR) and

(NURSE-BUTTER). Hence, the proposed clusters are

considered to be effective in the selection of preferable

terms on the display screen by users.

Further, users do not have to input each letter in

the terms when using related-terms clusters. Users may

simply select preferable terms on the screen. Moreover,

users have an option of selecting a number on the screen

for accessibility; for example, they can push button “2”

to indicate a set of terms “restaurant, sushi, tempura”

at once. As shown in Figure 2, clustering (b) can be

more informative than clustering (a) because the results

of the former occupy a larger area on the screen.

2 Proposed Method

Our proposed method is described as follows. We as-

sume that mobile users will enter a short query (typi-

cally just one term such as a location name) and will

seek suggested terms in response to the query; The sys-

tem should present a well-organized menu of various

suggestions in response to the query, and the user will

then select one of the suggestions in the menu as an ex-

panded requirement. After this, the system will present

a number of web pages related to that expanded re-

quirement. The proposed method is explained in the

following paragraphs.

In our proposed clustering method, we first generate

a set L(Q) of terms related to the short primary query
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Q and determine the relationship between the elements

in L(Q). Specifically, we denote the i-th term selected

from L(Q) as ti(Q). For example, for Q = “Shinjuku,”

ti(Q) = “restaurant” may be a related term. Next,

we define a query consisting of Q and ti(Q) as qi =
〈Q, ti(Q)〉. From the web pages that are searched by

qi, we extract the adjacent terms of ti(Q). We call

these terms association terms of ti(Q). Let Ai(Q) be

the list of association terms of ti(Q). Note that Ai(Q)
may include another related term tj(Q). This is because

the term tj(Q) = “sushi” may be adjacent to ti(Q) =
“restaurant” in the web pages of Q = “Shinjuku.” In

order to determine the relationship between the terms

ti(Q) and tj(Q) with respect to the primary query Q,

we define their co-occurrence score, score ij , by

scoreij = (andij/orij) ∗ (1 + log(and ij)), (1)

where and ij denotes the number of lists of association

terms that include both ti(Q) and tj(Q) and or ij

denotes the number of lists of association terms

that include either ti(Q) or tj(Q). The equation is

defined empirically on the basis of our exploratory

experiments. We have observed that in order to

consider the co-occurrences of terms, the equation

should amplify and ij ; however, the amplification must

not be excessive.

In the algorithm, we set the minimum and maximum

acceptable lengths per line of the display screen to �min

and �max, respectively.

Algorithm—Rectangular Clustering

(Step 1) Read a list L(Q) of terms related to every

query Q. Determine the length of each term in the

list L(Q). Here, the length is the actual length of

the term on the screen.

(Step 2) For every pair ti(Q) and tj(Q) of terms in

L(Q), calculate score ij using equation (1).

(Step 3) For every term ti(Q) in L(Q), select the two

highest co-occurrence terms tk1(Q) and tk2(Q).
Then, merge the selected terms to generate a prim-

itive cluster ci = 〈ti(Q), tk1(Q), tk2(Q)〉. Note

that terms may overlap in the primitive clusters.

Before proceeding to Step 4, calculate the score of

ci as the sum of scoreik1 and scoreik2 .

(Step 4) Remove overlapping terms from clusters. If

there are overlapping terms among multiple clus-

ters, retain only those terms that are in the cluster

with the highest co-occurrence score. Eliminate

all terms that are repeated in other clusters.

(Step 5) Determine the total length of each cluster to

alter the cluster. If the total length of a cluster

is less than �min, merge the cluster with another

cluster. If two clusters ci and cj had common

terms when they were primitive clusters, they can

be merged.

(Step 6) Determine the total length of each cluster to

decide whether to select or reject the cluster. If

the total length is adequate, select the cluster for a

cluster label. If the total length is less than �min,

reject the cluster. If the total length is greater than

�max, select terms from the cluster as many as pos-

sible until the total length is in the range between

�min and �max.

(Step 7) Remove the terms used for the cluster labels

from the list L(Q). If L(Q) is empty or if no more

cluster labels are generated, write out the cluster

labels, and end the algorithm. Otherwise, return to

Step 3 and continue.

3 Implementation

In order to measure the actual length of a term on the

screen, we use Graphviz1 and IPA font2. With this

software and font, we can generate the text image of the

term. Then, we measure the lengths of terms by using

the generated images. In order to calculate score ij ,

we used a tool called GETA3 for large-scale text re-

trieval. We used Search API of Yahoo!JAPAN4 to col-

lect search results of (1) related terms; (2) URLs, titles,

and summaries; and (3) web pages. An actual appli-

cation of the proposed method in a mobile web search

system has been demonstrated in [6].

Figure 3: Length of terms on the screen

4 Experiment

We compare the proposed algorithm with two other

clustering algorithms— complete-link clustering

(CLINK) and single-link clustering (SLINK). These

algorithms are widely used conventional algorithms

and have been described in detail in [7]. While our

algorithm considers both lengths and co-occurrences

of terms, these conventional algorithms consider only

co-occurrences of terms.

1http://www.graphviz.org/
2http://ossipedia.ipa.go.jp/ipafont/
3http://geta.ex.nii.ac.jp/e/
4http://developer.yahoo.co.jp/
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Figure 4: Accessible web pages for different terms on screen

The names of major places in Tokyo were used as

queries in the experiment. For each query, 100 related

terms and 10,000 web pages were obtained. Term clus-

ters that fit in a rectangular region of 160 × 160 pixels

were generated using the 16-pixel proportional font. In

the experiment, the parameters of CLINK and SLINK

were adjusted to generate as many clusters as possible

with each cluster having two or more terms.

4.1 Area Occupied on Screen

One of the key features of the proposed method is that

it takes into consideration the term lengths, thereby op-

timizing the use of screen space. We investigated the

total length �s of the clusters for each query and then

calculated the ratio of the total length �s of the clusters

to the total length �r of the lines in the rectangular re-

gion. In Figure 3, we can observe that the term clusters

generated by using the proposed algorithm occupy a

larger area on the screen as compared to SLINK and

CLINK. Hence, the proposed algorithm is considered

to provide more information than others.

4.2 Efficiency of Web Search

Another key feature of the proposed method is its high

search efficiency. In Figure 4, “AND” indicates the

condition that the web pages include two or more terms

in the clusters, e.g., ((restaurant AND sushi) or (sushi

AND tempura) or (tempura AND restaurant)). Further,

“OR” indicates the condition that the web pages include

one or more terms in the clusters, e.g., (restaurant OR

sushi OR tempura). The proposed algorithm enables

users to obtain desired pages more efficiently than con-

ventional algorithms.

5 Conclusion

We have proposed a new clustering method that en-

ables efficient term clustering in a mobile web search.

In the proposed method, a set of primitive clusters are

generated on the basis of the co-occurrences of terms.

Then, the clusters are altered on the basis of the co-

occurrences and lengths of terms. Finally, the clusters

are evaluated and adjusted on the basis of the lengths of

terms. Term clusters obtained by the proposed method

effectively use a small rectangular region on the screen.

Hence, the clusters are informative and can aid mobile

users to search documents efficiently. In the future, we

intend to apply the proposed method to various infor-

mation retrieval systems.
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Abstract Collaboration and particularly collabora-
tive writing is an increasingly essential skill needed in
the workplace and education. Until recently most of
the focus of research has been the final product of the
writing, rather than the process itself. In this paper,
we propose an innovative framework for investigating
collaborative writing processes. The WriteProc frame-
work utilizes both process and text mining tools to ana-
lyze the process that groups (or individual) writers fol-
low, and how the process correlates to the quality and
semantic features of the final product. Furthermore,
WriteProc is integrated with existing web 2.0 writing
tools, providing full support for writing, reviewing and
collaboration. We describe the architecture that inte-
grates tools for analyzing the process and semantics of
the writing. We also provide a case study on data col-
lected from a group of undergraduate students writing
collaboratively an essay, with peer reviewing and use
of an automatic feedback tool.

Keywords Document workflows, web documents,
process mining

1 Introduction
Computer-Supported Collaborative Work (CSCW),
particularly Collaborative Writing (CW), has received
attention since computers have been used for word
processing. Due to the availability of the Internet,
people increasingly write collaboratively by sharing
their documents in a number of ways. Writing
individually and collaboratively are considered
essential skills in most industries, academia, and
government. This has led to increased research on how
to support the production of better documents.

In Education, computer-supported writing has been
studied for decades. Goldberg et al. [6] collected a
decade of empirical data and in a meta-study found
“that when students write on computers, writing

Proceedings of the 14th Australasian Document Comput-
ing Symposium, Sydney, Australia, 4 December 2009.
Copyright for this article remains with the authors.

becomes a more social process in which students share
their works with each other”. They also noted that when
using computers, students prefer to make revisions
while producing, rather than after producing, text.
Between initial and final drafts, students also tend to
make more revisions when they write with computers.
In most cases, students also tend to produce longer
passages when writing with computers. In addition,
review feedback, especially peer review, has been
recognized as one effective way to learn writing [3, 4].
When students write with computers, they engage
in the revising of their work throughout the writing
process, more frequently share and receive feedback
from their peers, and benefit from teacher input earlier
in the writing process. Although these studies show
that computer-supported writing including automatic
feedback tools efficiently assists students in writing
and reviewing, understanding the writing process is
crucial for developing support technologies for CW.

Over the past two decades, there has been abun-
dant text-mining research for improving the support of
quality writing. But work such as automatic scoring
of essays [11], visualization [9], and document cluster-
ing [1] focus on the final product, not on the writing
process itself. Our vision is to investigate how ideas and
concepts are developed during the process of writing
could be used to improve not only the quality of the
documents but more importantly the writing skills of
those involved.

Improving the process of writing requires
understanding how certain sequence patterns (i.e.
the steps a group of writers follow) lead to quality
outcomes. We see the sequence pattern as comprised
both of time events (as used in other process mining
research) and of the semantics of the changes made
during that step.

We combine here two techniques: process mining,
which focuses on extracting process-related knowledge
from event logs recorded by an information system, and
semantic analysis, which focuses on extracting knowl-
edge about what the student wrote (or edited). The
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field of process mining covers many areas, like perfor-
mance characteristics (e.g. throughput times), process
discovery (discovery of the control flow), process con-
formance (checking if the event log conform specifica-
tion), and social networks (e.g. cooperation) [2]. Par-
ticularly, process mining analysis is necessary to under-
stand group awareness, and writers’ participation and
coordination. Text mining combines indexing, cluster-
ing, latent semantic analysis and other techniques stud-
ied by the document computing community.

In this paper, a conceptual framework and tools for
supporting collaborative writing (CW) are introduced.
Our framework is based on a taxonomy of collaborative
writing proposed by Lowry et al. [8] and defines writing
activities, strategies, work modes and roles involved in
CW. With this taxonomy, the framework incorporates
process mining and text mining technologies in order
to gain insight of collaborative writing process.

The remainder of the paper is organized as follows.
In Section 2, WriteProc, a framework for supporting
CW and the analysis of its process and semantics is
presented. A case study of process mining for a re-
viewing tool, Glosser is then presented in Section 3.
Finally, Section 4 provides discussion of our case study
and future work planned in this area.

2 WriteProc
Let us describe WriteProc, a framework for analyzing
individual and collaborative writing process. It consists
of three tools: writing, reviewing and analysis tools.
The analysis tool utilizes both process and text mining
techniques.

Our aim of developing WriteProc is to assist in-
dividual or groups of writers during the writing pro-
cess. Particularly, WriteProc can advise writers with
reviewing feedback and visualization of the analyses of
writing activities and text changes during the process of
writing.

2.1 Overall conceptual description
The framework integrates a front-end writing tool
which not only supports collaborative writing
activities, but also stores all revisions of documents
created, shared and edited by groups of writers. Each
revision of particular documents must contain all
needed information such as edited text, timestamp of
committing change, and identification of the writer.
In order to perform analysis of writing process for
particular documents, all revisions of the documents
are retrieved and traced.

A reviewing tool is also embedded in the frame-
work. It assists writers in revising their own pieces
of writing and reviewing others works. After receiv-
ing feedback generated automatically by the reviewing
tool, writers can edit and change their documents’ con-
tent accordingly. The tool keeps records of writers’
reviewing activities in event logs. The event logs of the
tool are then extracted to gain an insight on how writers

use the reviewing tool and how review feedback affects
changes in reviewed documents.

Process and semantic analysis tools are used in the
framework. Based on both the information (such as
timestamp and writers’ identification) of all revisions
and event logs of reviewing activities, a process mining
tool is used to discover sequence patterns of writing
activities. The process analysis provides a way to ex-
tract knowledge about writers’ interaction and cooper-
ation. The analysis can identify interactions’ patterns
that lead to a positive outcome and indicate patterns
that may lead to problems. In addition, a text mining
technique is performed to analyze text-based changes
of all revisions of documents. The text-based analyses
can provide semantic meaning of changes in order to
gain insight into how writers develop idea and concept
during writing process.

2.2 Implementation

Figure 1: WriteProc: A framework supporting collabo-
rative writing.

Based on the overall concept described above, the
framework utilizes process and text mining technolo-
gies. It employs open-source utilities of those tech-
niques to conduct analysis of writers’ interaction and
text in order to assist writers in identifying and realizing
their writing process in collaborative manner. Figure 1
shows the framework for supporting collaborative writ-
ing (CW).

2.2.1 Writing environment: Google Docs

In order to use a process and semantic analysis tool
in real scenarios, the tool must be closely integrated
to the writing environment. Tools such as Microsoft
Word or OpenOffice do not keep traces of the writing
process. Web 2.0 tools such as Google Docs (and the
incipient Microsoft Word Live) allow users to write on
a web application (or offline and then synchronizing).
The service provider keeps the different versions of the
document. Therefore, we selected Google Docs in our
implementation of WriteProc.

In WriteProc, Google Docs (GD) is used as a front-
end writing tool of the CW. It is a web-based utility with
most needed functionalities for word processing and it
allows users to share their documents with other team
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members and to write synchronously. Users can access
GD through their web browsers from anywhere and at
anytime they want. Each user needs a Gmail account to
access the tool that they can obtain from Google free of
charge.

At the center of the framework is Google Docu-
ment Lists Data API (GDAPI) used to integrate GD to
our CW system as shown in Figure 1 The API allows
WriteProc to retrieve and track all versions of docu-
ments created, shared and edited among groups mem-
bers. In GD, each document created is uniquely as-
signed a document identification number. The GD also
keeps track of all version numbers of each document
by incrementing its version numbers each time the doc-
ument is edited. Every time a writer makes changes
and edits a particular document, the identification of the
writer, the edited content of the document, timestamp
of committing changes and the version number of the
edited document can be retrieved and stored at the cen-
tral relational database of CW system by using the API.
This information extraction is executed seamlessly of-
fline and users as writers are not aware of it and are able
to perform their writing tasks seamlessly. The API also
provides us the ability to build an interface to create and
share documents in CW system. This can be very help-
ful for instructors or supervisors to create and assign
documents to groups of writers and reviewers without
accessing GD. An appointed owner of a document can
edit it, where as an assigned ’viewer’ can only review
it.

2.2.2 Reviewing tool: Glosser

Glosser is a web-based application providing support
for writing in English [16]. It was designed and im-
plemented to support a review feedback model. Figure
2 shows such a model. Glosser assists users to revise
their own document and review other documents. It
has the analysis and revision tracking system used for
reviewing. Writers can use Glosser in order to gain
insight into their essays’ structure and coherence. To re-
view particular documents, the system consists of sev-
eral functionalities, as shown in Table 1:

Figure 2: Automated writing feedback.

In the case study described in Section 3, students
used a reviewing tool, Glosser [16]. A document cre-
ated and shared among a group of writers can be re-
viewed in Glosser, which also accesses each revision
using the Google Document Lists Data API. Users can
access Google Docs from Glosser or vice versa.

Tool Description
Home Tool showing basic statistics such as
(HOT) numbers of words and revisions.
Topic Tool checking if content provides evi-
(TOT) dence to support its topic senten-

ces.
Flow Tool reviewing coherence and checking
(FLT) how paragraphs and sentences fol-

low from previous ones.
Keyword showing semantic flow.
Tool - HTML
(KTH)
Keyword depicting the visualization of se-
Tool - Graph mantic flow.
(KTG)
Group Tool showing participation of authors
(GRT) for different versions.

Table 1: Reviewing tools of Glosser

2.2.3 Process and text mining tools

The interesting components of WriteProc are the pro-
cess and text mining tools. The event log of Glosser
is stored at the central relational database. The event
log is used as a source to a process mining tool in or-
der to gain an insight on writing activities and writ-
ers’ interaction. The process mining tool utilized in the
WriteProc is ProM [15]. In the next section, ProM
will be used to demonstrate a process mining technique
for our case study. In addition, an independent mea-
sure is developed to analyze the changes in each ver-
sion of the documents in order to understand the na-
ture of changes and the level of these changes. The
analysis uses a text mining technique to find semantics
changes among all versions of documents. This tech-
nique uses information from all the versions of docu-
ments performed by groups of writers. The text infor-
mation of each version stored in the central database
is indexed using Lucene [7] so that text produced by a
group of writers can be systematically searched, sorted,
filtered, and highlighted. After indexing all versions of
documents, the system then analyzes the relationship
between them and their terms using Text Mining Li-
brary (TML) in order to produce a set of concepts and
nature of text changes in all versions of the documents.

3 Case study
As a way of evaluating the architecture and implemen-
tation of WriteProc and illustrating how it can be used,
we discuss a case study where the tool is used to study
writing processes in a software engineering unit con-
ducted during the first semester of 2009 at the Uni-
versity of Sydney. It is important to note that Human
Research Ethics Clearance has been completely granted
from the university for this study. All students involving
in the study signed an informed consent.

There were 58 students in the course, which
was E-business Analysis and Design. They were
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organized in groups of two and asked to write Project
Specification Documents (PSD) for their proposed
e-business projects. Each group had to submit one
PSD of between 1,500 and 2,000 words (equivalent
to 4-5 pages). Students were required to write their
PSD on Google Docs and share the documents with
the course instructor. They were asked to submit their
PSD using Glosser, a reviewing tool mentioned in
Section 2.2.2. The submitted PSD was reviewed by
other two students who were members of different
groups. Students had one week to review each others’
documents and submit their feedback. After getting
feedback on their documents from their peers, students
could revise and improve their writing if necessary
before submitting the final version one week later.
The submission of the final version of PSD also used
Glosser. The total event log file of the system consisted
of usage data of Google Docs and Glosser for three
weeks. In addition to this log file, the marks of the
final submissions of the PSD together with a very good
understanding of the quality of each group through
the semester was used to correlate behaviour patterns
to quality outcomes. In particular, to be able to give
insight into how students used the reviewing tool for
revising their own documents and reviewing others and
to give recommendation to improve the system, we
performed a process diagnostics method to give a broad
overview of students’ interaction and collaboration.

3.1 Log Preparation
Unlike data preprocessing for workflow mining [5], our
approach used a data preprocessing method for behav-
ior pattern mining [12]. This method was used with a
process mining tool like ProM [15]. Glosser’s event log
was a typical Web server log which was a text file. The
first step of data preprocessing was to filter and clean
up the data. The next step of data preprocessing was to
define process instances (cases). Our approached used
a document as a notion of process instance. We utilized
the concept of perspective, proposed by Song et al. [13]
to partition event sequences. Our perspective of the
event data log was based on documents. Particularly,
we wanted to find out how users interact and coordinate
for writing and reviewing documents. The final step
in data preparation was to transform the log file to a
standard format for process mining. Process mining
tools such as ProM use MXML (as in Mining XML)
files as sources [15]. The transformed MXML file was
then used as a source for a process mining tool like
ProM.

3.2 Log inspection
After preprocessing, the resulting event log consisted
of 29 documents with a total of 4,677 events. Each
process case represented one document. There were
8 different types of events (Section 3.4 described the
process model and event types). The bar chart of Fig-
ure 3 shows the number of events for each of the 29

Figure 3: Comparing number of events of 29 docu-
ments ranked by their final marks.

documents, represented by the length of the bar (DocXX
denotes the document of Group XX). The documents
are ranked based on their final mark ranging from 4/10
to 10/10. For example, Doc07, Doc08, Doc09, Doc10,
Doc14, Doc17, Doc21, Doc27 and Doc29 all obtained
the highest mark, i.e. 10/10, while Doc11 obtained
the lowest mark of 4/10. On average there are 161
events per document. The maximum number of events
is 369, with Doc12. Doc10 has the smallest number of
45 events associated with it.

Based on the number of events presented in
Figure 3, we could not distinguish the better from the
weaker groups. Although Group 12 has the maximum
number of interaction events, it was ranked in the
6th place. In contrast, the document of Group 10
with the least number of interactions was given the
highest mark. In addition, simple statistics drawn from
the figure could not clearly provide understanding of
students’ interaction. Therefore, further analysis was
made in order to distinguish group performance and
cooperation. We will describe it next.

3.3 Historical snapshot of reviewing activ-
ities

The Dotted Chart Analysis utility of ProM [10] was
used to analyze students’ reviewing activities. The dot-
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Figure 4: Dotted chart of 29 reviewed documents ordered by their first events’ timestamps (from ProM tool [10]).
Grey denoted events generated by by authors; white by reviewers, black by reviewers’ group member (indicated
by ovals) and brown by others (indicated by rectangles).

ted chart is similar to a Gantt chart [14], showing the
spread of events over time by plotting a dot for each
event in the log. Figure 4 illustrates the output of
the dotted chart analysis of students’ interaction for re-
viewing their PSD documents. All instances (one per
document) are sorted by start time (the first event ever
happening for a particular document during the three-
week usage of the system). As shown in the figure,
there are three important dates due to the three compul-
sory submissions: PSD for peer review on 27th March
2009; feedback of peer review on 3rd April 2009, and
final PSD on 10th April 2009. In the figure, points
represent events occurring at certain time. For particu-
lar documents, different color denotes events generated
by different roles of users: grey events generated by
authors, white events by reviewers assigned for peer re-
view, black events (circled in the figure) by team mem-
bers of assigned reviewers, and brown events (shown
in rectangles) by non-author users who were neither
assigned reviewers nor assigned reviewers’ team mem-
bers.

We can clearly see from the figure that 22 docu-
ments have been revised using Glosser in the first week
before the submission for peer review. Obviously, those
documents were only used in the system by the authors
as indicated by grey events. There were 7 documents
starting in the second week. They belonged to groups:
7, 9, 10 (received the same marks of 10/10); 15, 19, 25
(9/10); and 3 (8/10). This means that these documents
have never been revised by their authors using Glosser

before submitting for peer review. Nevertheless, these
seven documents received high marks in the final as-
sessment.

In addition, we observed that all activities of peer
review happened in the second week before the sub-
mission of feedback. Most of the reviewing activities
were performed by the assigned reviewers as indicated
by white dotted events. This met the intention of the
course of using Glosser for peer review. There are two
interesting types of events in Figure 4. Firstly, 4 doc-
uments have events originated by students who were
not the authors nor the assigned reviewers, as can be
seen by black dots of documents of groups: 9 (received
a mark of 10/10); 26 (9/10); and 1, 3 (8/10). Those
events suggest that students either assisted their team
members to review their assigned documents or per-
formed the peer review task together with their group
members sitting side-by-side using only one account.
We discussed this matter with the course instructor who
was also aware of this problem and will try to find a
solution to prevent this problem happening in the next
semester. Secondly, there are a small number of events
where students reviewed others’ documents which were
not assigned to them nor to their team members for peer
review, as indicated by brown dotted events for docu-
ments of groups: 3, 13, 22, and 26. These documents
received good marks ranging from 8/10 to 9/10. We
believe this happened when students shared their own
PSD to their friends to assist them using Glosser. We
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will perform further investigation to prevent this case
from happening next year.

In addition, from Figure 4 we can notice that eight
different documents were not revised by their authors
using Glosser before the final submission. These docu-
ments were 8, 9 (10/10); 15, 16, 19, 25 (9/10); 3 (8/10);
and 5 (5/10). Except document of group 5, all doc-
uments received the top three highest marks. In fact,
three of them (9, 15 and 25) have never been revised by
their authors using Glosser at all. This implies that the
better groups used feedback received from peer review
and the instructor as main source for revising their PSD.
They did not spent much time using Glosser for revising
their own documents. It is also interesting to note that
reviewing activities did not evenly spread out for the
three-week period of running the system. In fact, the
system has only been used extensively for peer review
in the second week as we can see in the figure. There
were not many interactions in the third week. However,
a number of activities happened a few days before the
final submission.

To sum up, the dotted chart tool in ProM allows
us to analyze reviewing activities in order to seek in-
formation on how each of 29 documents was reviewed
by groups of students with different roles. We further
investigated patterns of students’ interaction for review-
ing those documents, as described in the next subsec-
tion.

3.4 Process discovery and sequence
analysis

From the event log of our case study data, we extracted
the process model shown in Figure 5, which represents
the process common to all the groups. Groups began
with events of opening a particular document (ROD).
Then, the reviewing tool was requested (TOR). After
that, different reviewing activities were performed and
the resulting feedbacks were displayed. The process re-
iterated until users logged off or closed their browsers.
As discussed in Section 2.2.2, the reviewing activities
involve these tools: HOT, FLT, KTG, GRT, TOT, and
KTH.

Figure 5: Process model of usage of the reviewing tool,
Glosser.

We were naturally interested in finding out more
about individual group activity and the path each group
was following in this process. ProM provides a Per-
formance Sequence Analysis plug-in to find the most
frequent paths in the event log [2]. Figure 6 illus-
trates the interaction for documents of two groups in the
course, with Group 1 (received a mark of 8/10) at the
top and Group 29 (10/10) at the bottom. All eight events
represented on horizontal axis are according to events
discovered by the process model mentioned above. We
examined sequence patterns for all documents of 29
groups. We discovered that only one document (doc10)
was not used with all reviewing tools. In fact, the au-
thors and reviewers of the document only utilized the
HOT tool.

Figure 6: Sequence analysis of documents of Group 1
(above) and Group 29.

We have also used the same plug-in to extract all
reviewing interactions for each document. This further
investigation gives an insight on how different users
reviewed documents using Glosser. For instance, Fig-
ure 7 depicts the users’ interactions of two documents
(doc01 on the right and doc29 on the left). Each col-
umn represents a user, where G29-1 is user 1 of Group
29 and so on. We analyzed all documents and found
that more than half of them were revised by only one
author using Glosser. In other words, although students
worked in groups, only one member actually performed
the reviewing task using the system.

Figure 7: Users’ interaction of Group 1 (right) and
Group29.

In this section, we illustrated the potential of process
mining techniques in understanding how writers react
to peer review feedback and to the use of an automatic
feedback tool like Glosser. In the log preparation, our
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notion of process instance is based on documents be-
cause we would like to analyze user interactions on a
same document. Dotted chart and sequence analyses
were used to gain insights on how students reviewed
their documents.

4 Discussion and conclusion
The work described here is a work in progress. While
the case study presented here illustrates how our frame-
work, WriteProc can be used, the data we used did not
allow us to discover sequence patterns correlated to bet-
ter outcomes. Although a pattern of users’ interaction
can be extracted for a particular group, there are differ-
ent patterns for different groups. Indeed, we could not
draw a significant pattern among groups in order to dis-
tinguish the better from the weaker groups. However,
this gave us direction for the next step of our work.
One way to improve our understanding of what writ-
ing processes lead to better outcomes so software tools
can be used to provide advice during the writing pro-
cess, is to use text mining techniques. For collaborative
writing, we would like to have insights on how each
version of documents changes in order to understand
the writing process of each document. Although we
are able to track all versions of documents that were
reviewed in the system, this tracking analysis does not
yet give us meaningful insights about the purpose of the
text changes between each version. One possibility to
systematically capture and interpret writing activities in
collaborative writing is to understand changes in text
written in each version of the document. Currently,
we are working on extracting changes in concepts and
ideas during the writing of documents. The text mining
algorithms use vector representations of the documents
accounting for the temporal nature of the data and the
character of writing interaction. The result of the text
mining tool will be analyzed and combined with the
outcome of process mining (like the one described in
the current case study).

Based on the process mining tool illustrated
in the case study and text mining techniques as
described above, we are developing WriteProc to
provide visualization depicting users’ interaction and
collaboration in order to support writing activities. For
example, a user interface can be built to assist a group
of writers in identifying a plan for their writing process.
This plan is created at the beginning of writing process
representing a master plan of all writing activities and
tasks. At particular point in time, writers can specify
which stage they are on their writing process. During a
time of writing, the system monitors if current writing
activities are according to the writer’s specification.
For instance, a leader of a group of writers assigns
all writing tasks to his or her members. The group
leader specifies that the group is currently drafting its
documents. WriteProc will track the group’s writing
activities and perform semantic analysis of the written
texts. If it finds out, for example, that the members are

actually outlining the documents (instead of drafting),
it will provide information about their writing activities
as feedback to the group. In this case, the writers
can either adjust and modify their writing process
specification, or investigate and change their written
content according to the feedback given by the system.

In conclusion, we contribute here the description of
WriteProc a framework that combines process and text
mining techniques. The architecture of the system is
described together with its integration to Google Docs
as an environment for users to do the actual writing,
and to the Google API that allows the tool to collect the
revision information. A case study with a real teaching
scenario is described and used to show how the tool can
be used to analyze the process component of a collabo-
rative writing task.
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Abstract  This paper analyzes 237 questions posted 
to Yahoo! Answers, a popular community-driven 
question and answer service. The questions are all 
natural language and are self-categorized by their 
poster as being related to music lyrics, and as such 
they provide a rich context for understanding lyrics-
related information behavior outside the constraints 
imposed by specific lyrics retrieval systems. We 
categorize the details provided in the queries by the 
types of music information need and the types of 
music details provided, and consider the implications 
of these findings for the design of music/lyric 
systems and for music retrieval research. 
 
Keywords User studies, multimedia document 
retrieval, music digital libraries 

1 Introduction 
Creating a useful and usable music retrieval system 
is a notoriously difficult task. A music document 
may consist of a symbolic representation of a work 
(eg, a score or MIDI encoding), an audio file (eg, 
MP3), an image (eg, a CD cover), textual metadata 
(a work’s title, artist, composer, etc.), lyrics, a video 
of a performance—or a combination of any or all of 
the above [4].   Significant problems have yet to be 
resolved with document / query representation 
schemes, retrieval algorithms, and interface support 
in this challenging research area. 

This paper focuses on identifying problems in 
developing systems for supporting lyrics-based 
information needs. At first glance it would appear 
that creating a lyrics-based music digital library 
would be one of the more straightforward 
development efforts in music retrieval, given that 
text-based retrieval is a better understood endeavor 
than image, video, and audio retrieval. This paper is 
a preliminary investigation into whether or not 
existing music retrieval research can address (or is 
addressing) support for lyrics retrieval systems.  

Our approach is based on developing an 
understanding of what people want to find, and how 
they describe what they want, when they are trying 
to satisfy a lyrics information need. To that end, we 

analyze a set of lyrics related questions posted on 
Yahoo! Answers, an open Web-based question and 
answer forum.  Once this understanding emerges of 
what lyrics seeking behavior ‘in the wild’ (that is, 
outside the constraints of a retrieval system, and as 
expressed in natural language) then we can identify 
remaining problems in supporting lyrics retrieval. 

2 Previous work 
At present music retrieval research is only lightly 

informed by an understanding of user needs. For a 
variety of reasons—including intellectual property 
law, limited access to a significant and standard 
music testbed, and lack of access to usage records 
for emerging commercial music systems—it has 
been difficult for researchers in music retrieval to 
develop or exploit data concerning the music 
information behavior of target users. This situation is 
particularly problematic in that the common 
assumptions of ‘typical’ music behavior made by 
retrieval researchers and music system developers 
have been found to differ markedly from actual 
music behavior in the real world [4]. 

Query log analysis of music related interactions 
on Web search engines (eg, [12]) yield extremely 
coarse-grained information on music behavior; 
sessions are generally short, queries are generally 
brief, and the log provides no insight into the 
searchers’ motivations, intended use of retrieved 
music documents, or satisfaction with the search 
results. Few usage studies exist of music digital 
libraries or specific music collections (eg, [5], [8]). 
These types of investigations are necessarily limited 
to providing insights into the usability of features 
implemented in the system studied; log data cannot 
suggest additional functionality or document types 
appropriate for the users. For both search engines 
and digital libraries, the user’s information need is 
obscured by the requirement of complying with the 
query formats of a specific system. 

What is required, then, is a source of authentic  
music information behavior and needs. Earlier 
examinations of music behavior are based on 
information requests harvested from music-related 
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newsgroups [3], question-answer services [7], and 
archives of mailing lists [2].  These resources are 
seeing use to the extent of providing immense 
quantities of raw data on a scale similar to web logs; 
however, manual analysis methods limit in practice 
the size of a harvested dataset to at most a few 
hundred requests. This type of investigation 
complements log analysis with a finer-grained 
understanding of music behavior. 

 Most technical music retrieval research focuses 
on integrating lyrics with audio:  for example, 
aligning lyrics to audio signals (eg, [9]); or using 
lyrics as a basis for thematic or genre clustering and 
classification of related audio files (eg, [10]). Lyric 
retrieval has proved to be a special case of text 
retrieval, inspiring additional research into problems 
such as identifying and matching multiple (non-
identical) lyrics for a single song [6] and supporting 
search over lyrics that are syllabicated as 
performance instructions [13]. 

3 Data gathering and analysis 
Yahoo! Answers is an internet based reference site 
that allows users to both submit and answer 
questions. Unlike some earlier ‘ask an expert 
systems’ (eg, Google Answers), there is no charge to 
post a question and no financial reward to answer 
questions. Instead, the system is driven by a ‘points’ 
and ‘levels’ arrangement that rewards posters of 
correct answers with status within the Yahoo! 
Answers  community. 

When posting a question to Yahoo! Answers, the 
user is required to specify one or more categories for 
it. We focus in this paper exclusively on 
Entertainment & Music > Music > Lyrics posts. 
Yahoo! Answers sees heavy use; as of September 
2009, the Lyrics subcategory alone contained over 
226,000 questions that had been ‘resolved’ (that is, 
had received at least one acceptable response). 

We harvested 250 questions posed on a single 
day in September 2009, from the newly posted 
(‘open’) section of the Lyrics category. Twelve were 
discarded as duplicates and one discarded as off 
topic, leaving 237 questions for analysis. The 
average question length was approximately 58 
words; the longest question contained 291 words (a 
request for an explanation of a song’s meaning, 
including the full lyrics), and the shortest a mere 7 
(‘What are some of.....? your favourite lyrics?’). By 
contrast, audio queries to conventional search 
engines are far more brief (eg,  [12] report an 
average of 3.1 terms in a 2006 study of the 
metasearch engine Dogpile).  

Grounded theory ([11]) was used to develop 
categories to elicit characterizations of the desired 
outcome for the queries (Section 4) and the  
information features provided by the poster (Section 
5).  Initial categories were established by bringing 
together features from previous studies of natural 

language music–related questions (eg, [1], [3], [7]). 
These categories were regarded as tentative and were 
revised based on examination of the Yahoo! 
Answers Lyrics queries. An iterative coding process 
was employed, continuing until the two researchers 
agreed on both the coding categories and the codes 
assigned to each question.  

4 Characterizing the desired outcome 
At this point, we examine the types of music 
information that the posters have specified that they 
would like to receive as a response to their 
question—that is, the types of music document or 
details that they are seeking (Table 1).  
 
Category No. of queries % (of  237) 

Lyrics 51 21.6% 

Metadata 95 40.3% 

Identification 36 15.3% 

Copy 6 2.5% 

Example of type 16 6.8% 

Explanation 16 6.8% 

Feedback 18 7.6% 

Creative Practice 7 3.0% 

Other 7 3.0% 

Table 1. Desired responses to questions  
 
• Lyrics: requests for the complete lyrics to a 

song, or for specific lines (sometimes in a 
specific performance of a song) 

• Metadata: requests for the title of a song and/or 
its artist / composer (‘who it’s by’).  

• Identification: questions asking some variation 
on ‘what is this song?’ without further 
specification of the desired result. 

• Copy: requests to obtain a copy of an audio or 
video version of a song (by downloading or 
streaming). 

• Example of type: requests for a song that fits into 
a specified category or genre (eg, a ‘love song’). 

• Explanation: requests for ‘the meaning’ of a 
song and/or portions of the lyrics 

• Feedback: the question solicits feedback on 
original song lyrics. 

• Creative Practice: requests for technical or 
creative process information to be used in 
creating new songs.  

• Other: questions that fall outside the above 
categories. 

 
A close examination of the questions and their 

posted answers indicates Metadata and Identification 
can be collapsed into a single category; the desired 
result in both is a single song matching the given 
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criteria, with title and/or artist provided as a 
response. The Copy category is obviously closely 
related; a link to a song’s audio will allow the poster 
to verify whether that song is indeed the requested 
music, and further the site hosting the audio (eg, 
YouTube) commonly includes music metadata such 
as title and author. A further breakdown of the 95 
Metadata requests indicates that the title is the 
primary identifier for a song:  91 questions request a 
title, 25 ask for both title and artist, and 4 request the 
artist only.  

The next largest category is that of requests for 
full or partial Lyrics for a specific song—the only 
surprise being that this is not the largest category, 
given that the poster has explicitly tagged the 
question as Lyrics focused. Most Lyrics requests 
appear to assume that there is only one set of lyrics 
for a song—they ask for ‘the words’ or ‘the lyrics’.  

For a minority of the Lyrics requests, the lyrics 
desired are to a specific performance or version of a 
song and so may not necessarily be the authoritative 
lyrics (eg, one question presents an audio link and 
asks, ‘Can anyone decipher the lyrics up to the 25th 
second? plz? i am a nice guy?’).  There may not 
even exist an authoritative version for some songs, or 
portions of a song: for example, a ‘freestyle’ 
improvisation (‘the song is called "close my eyes" by 
Matisyahu. I can not find the lyrics for the freestyle 
he does in the middles of the song’). Some queries 
explicitly request non-authoritative versions of the 
lyrics: for example, ‘what's the lyrics of the song 
paradise by the kpop group "the melody"? the 
english translation, hangul and romanization 
please!’  The goal of existing work on identifying 
multiple  sets of lyrics for a single song [6] is to 
identify the authoritative version and eliminate 
‘mistakes’ in other lyrics; these queries suggest that 
alternative lyrics should not necessarily be rejected, 
and that the identification of different versions may 
be more difficult than previously anticipated (for 
example, in matching translations to the original). 

Example of type questions are not answered by a 
specific song (a ‘known item search’), but instead 
seek to elicit one or more songs that match a type 
description. Picking out an answer from a set of 
potential matches is problematic; the standard 
default for a music retrieval system is to present 
textual metadata (eg, song title and artist), which is 
unlikely to convey the point of similarity between a 
song and the type description (eg, ‘A Happy 
optomistic, catchy song’). Providing appropriate 
support for browsing remains an open problem in 
music retrieval; coming to a deeper understanding of 
the song facets that are used to judge a match is 
required to drive interface development (eg, tempo? 
lyrics? affect?). 

Explanation questions (‘What Is This Song 
About?’) require a deep understanding of the 
semantics of the lyrics, and are unlikely to be 
addressable by automated retrieval systems. 

Similarly, requests for Feedback and critique of 
original lyrics written by the poster and assistance in 
the Creative Practice of creating audio are well 
beyond the capacities of existing digital libraries.  
However, these questions highlight that a great deal 
of music behavior is embedded in a social context—
we listen to music at social gatherings, talk about the 
latest hits in casual conversation, and play songs on 
the radio or a CD as we drive. It seems appropriate  
that a music retrieval system should support music 
experts, aficionados, and keen novices in discussion 
and in community-based reference services—that the 
vision of a music digital library could include people 
as well documents and software. 

5 Characterizing the information 
features provided 

The features or characteristics used to describe the 
204 Lyrics, Bibliographic Details, Copy, Identify, 
Explanation, and Example queries are as follows: 

Category No. of queries % (of  204) 

Lyric fragments 113 47.9% 

Storyline 24 10.2% 

Video references 18 7.6% 

Metadata 95 40.3% 

Genre/Style 42 17.8% 

Orchestration 30 12.7% 

Similarity 11 4.7% 

Where heard 50 21.2% 

Undesired result 7 3.4% 

Other 2 0.8% 

Table 1.  How the information needs are described  
 
• Lyric fragments: the remembered portions of a 

desired song. 
• Storyline or message: a description of ‘what 

happens’ in a song, or a message conveyed by 
the song (eg, ‘I love her and miss her’). 

• Video references: details about a video including 
the desired song (most frequently a music video 
for the song itself), provided either as a link to a 
video file or as a text description of the action 
occurring in the video. 

• Metadata: bibliographic details, further broken 
down into Title, Artist, Collection Title, Date, 
Remix, and Tempo. 

• Genre or style: can be a standard genre such as 
R&B, or a genre constructed by the poster (eg, 
‘contemporary, modern’). 

• Orchestration: an indication of the instruments 
and vocal parts in a recording. 

• Similarity: another song or an artist that is 
similar to the desired song(s). 
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• Undesired result: another song, artist, or 
performance that is not the desired result. 

• Where heard: the circumstances in which the 
poster heard a song performance or broadcast. 

Finding a song based on the lyrics can be 
surprisingly difficult. Frustratingly, a person may 
remember the Storyline or gist of the song but not 
recall any of the lyrics themselves (‘the the song 
talks about hating someone so much they wish they 
would some how die’).  The lyrics for a song can be 
difficult to understand as sung, making it difficult to 
construct a text search based on the known partial 
lyrics (‘I have NO CLUE what ANY of the lyrics are 
except two words because I saw someone mouth 
them while the song was playing behind me… All I 
know is in the chorus it's "something something 
git'cha git'cha"’). A related difficulty is the 
mondegreen—a misheard lyric that may seem 
plausible but is incorrect (‘someone in the 
backmground singing fly high or sky high or 
something like that’). It can be difficult to decide 
how to enter lyrics as search terms;  should “git'cha 
git'cha” be entered written? As Get Ya Get Ya? Get 
You Get You? Gitcha Gitcha? Moreover, some lyrics 
are not dictionary words (‘Cannot remember any of 
the lyrics for the life of me besides the chorus lyics 
which simple go: ooo ooo OOoo ooo ooo, ooo ooo 
OOoo ooo ooo (repeat)’). These problems push 
conventional IR matching techniques such as latent 
semantic analysis to their limits and beyond.  

A word or phrase in the lyrics may be too 
common to be helpful in constructing a search, but 
the manner in which it is sung can be distinctive 
enough to be useful ("Free-ee-e-e-ee"). Combining 
facilities for text and ‘sung’ audio in a query would 
neatly solve this problem (eg, [9]).  

Posters are sometimes able to point to songs 
Similar to the desired result, or conversely to 
indicate songs that are known to not be an answer to 
the question (‘its definitely not Land of 1000 
dances’). Facilities for indicating closeness/distance 
of results to an exemplar would be useful for these 
queries and also to represent a song’s degree of 
membership in a Genre.  

Metadata provided is frequently tentatively 
presented as likely to contain errors (‘im not sure of 
the name of it i believe it's called "spirit"’; ‘i think it 
is by nirvana or rhcp or something like that’)—
understandably, since if the person had the correct 
metadata then they could answer their question 
themselves. The challenge for a retrieval system is to 
gracefully identify similar values to those suggested, 
for query refinement or ranking of results (eg, terms 
related to spirit, groups whose music is similar to 
that of Nirvana or the Red Hot Chili Peppers). 

Where the poster heard the song might be useful 
in answering the question (‘What was the song 
played at the end of GH on 9/22/09?’)—or it might 
not (‘What's the name of a song I heard at Red 
Lobster?’). Again, this type of detail suggests the 

value of a community-based answering service to 
work with heavily context dependent questions. 

6 Conclusions 
This paper analyzes a set of Lyrics-related questions 
to tease out the types of details presented to describe 
the information need (Section 5) and the expected 
responses (Section 4); the findings can inform 
further music retrieval research and development by 
suggesting new directions in search facilities, 
browsing structures and interfaces, and document 
representation.  
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Abstract The rich non-factual information on the
blogosphere presents interesting research questions.
In this paper, we present a study on analysis of
blog posts for their sentiment by using a generic
sentiment lexicon. In particular, we applied Support
Vector Machine to classify blog posts into three
categories of opinions: positive, negative and mixed.
We investigated the performance difference between
global topic-independent and local topic-dependent
opinion classification on a collection of blogs. Our
experiment shows that topic-dependent classification
performs significantly better than topic-independent
classification, and this result indicates high interaction
between sentiment words and topic.

Keywords blog, sentiment analysis, opinion classifi-
cation, opinion words, information retrieval

1 Introduction
With the wide availability of broadband network fa-
cilities, internet has become an indispensable channel
for people to communicate. More and more people are
publishing their own experience and opinions, as well
as seeking other people’s opinions. With the explo-
sive amount of information generated daily, it is almost
impossible for people to read through all the informa-
tion even on a narrow topic. This demands for new
techniques to help track sentiment trends and search
for various opinions, a task that is very different from
factual information task as in traditional information
retrieval; and sentiment analysis is a key component of
such techniques.

Sentiment analysis is the technology to evaluate a
text and predicate the text’s subjectivity (subjective ver-
sus objective) and/or sentiment (positive versus nega-
tive). A general approach is to find out those keywords
from the text that are of evaluative feature or sentiment
orientation to represent the text, and to use a classi-
fication method to predicate the text’s probability of
belonging into pre-defined categories; the classifier is
usually trained on a set of labeled texts.

The above approach has shown success in some
earlier work where sentiment analysis was used to

Proceedings of the 14th Australasian Document Comput-
ing Symposium, Sydney, Australia, 4 December 2009.
Copyright for this article remains with the authors.

reviews from a certain domain, such as a movie
review or a product review [8], while less success
was seen in those studies conducted within the TREC
(Text REtrieval Conference) Blog Track on polarity
search task [6]. On the other hand, existing studies
have also shown that mixed sentiment is especially
challenging [5] given its uncertainty in nature.

The TREC Blog Track’s polarity task is to identify
the polarity of the opinions in the retrieved documents
(blogs) in respond to a search topic. A problem with
the evaluation of this task is that sentiment analysis is
mingled with topic search and rank task, as a result, it is
hard to ascertain the effectiveness of a certain sentiment
analysis method.

This paper presents a study on analysis of blog posts
for their sentiments, or opinions. Specifically a blog
post is analyzed and classified into three categories:
positive sentiment, negative sentiment or mixed
sentiment. We adopt a dictionary-based approach
by using a generic sentiment lexicon developed by
a linguistic study [12]. We propose to represent
blog posts as bags of sentiment words and use the
Support Vector Machine (SVM) [3] learning model
to classify blog posts. Given that both the sentiment
lexicon and the classification model are generic, our
research question is: if a global classification of blog
posts accross topic genres would achieve a similar
performance as a local classification of blog posts of a
certain topic genre.

The remainder of this paper is organised as follows.
We review some related work in Section 2 and describe
the sentiment lexicon used in this study in Section 3.
We present our classification approach in Section 4, and
experiment setup and evaluations in 5. We discuss the
experiment result and conclude the paper in Section 6.

2 Related Work
Sentiment analysis was initially applied to a corpus of
documents that are from the same genre, such as a cor-
pus of movie reviews or a corpus of product review. The
task of sentiment analysis is to specify if a document
(or a review) expresses a positive or negative opinion.
Naturally most studies adopted machine learning clas-
sification approaches [1, 8, 11]. Pang et al [8] applied
and compared three machine learning methods, naive
bayes, maximum entropy and support vector machines,
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on a corpus of movie reviews with uniform class dis-
tribution. Their results showed that the support vector
machine model generally performed the best.

While most sentiment analyses classify comments
or documents into two categories: positive versus nega-
tive, Koppel and Schler [5] argued that there were other
comments that might express a mixed or neutral senti-
ment. Their study showed that by incorporating neutral
category can lead to significant improvement in overall
classification accuracy, and this is achieved by properly
combining pairwise classifiers.

With so many opinionated documents available on
the Web, people are actively seeking other people’s
opinion toward a certain topic. In this case, we need
to do more than sentiment analysis: we need first to
retrieve a set of documents that are about the topic,
then judge if a document indeed contains any opinion
at all - so called subjectivity analysis, then analyse if
a subjective opinion or sentiment is positive, negative,
or mixed. Such an opinion polarity finding task was
introduced in TREC 2007 conference [6]. A commonly
adopted approach by participants is to use baseline
search engines to search topic-relevant documents
first, and then use polarity-finding heuristics to re-rank
documents for polarity. Machine learning models
have not been widely used to improve the polarity
classification accuracy.

3 A Generic Sentiment Lexicon
Identification of sentiment words is fundamental to sen-
timent analysis and classification. There are two broad
methods to identify sentiment words and build senti-
ment lexicon. One method is through manual construc-
tion in which annotators manually annotate a list of
words or phrases [9] or find and annotate sentiment
words from a given corpus [8, 12].

Another method is to build a lexicon from a small
number of seed words with pre-determined sentimental
polarity, and then populate the seed list through learning
or other relationships. For example, Hatzivassiloglou
and McKeown [2] expanded a seed list by adding those
words that are linked to seed words through conjunc-
tion such as and, or, but, either-or, or neither-or; while
Kim and Hovey made use of WordNet to populate seed
words through synonym and antonym relationships [4].

In our study, we use the sentiment lexicon devel-
oped by Wiebe et al. [12]. This lexicon list has 8221
annotated words resulted from manual annotation of a
10,000-sentence corpus of news articles of various top-
ics. The following is an example of such an annotation:

type=strongsubj len=1 word1=admire
pos1=verb stemmed1=y priorpolar-
ity=positive

The property prior polarity indicates the attitude be-
ing expressed by the word admire and has three values:
positive, negative and neutral. The neutral tag are those

subjective expressions that do not have positive or nega-
tive polarity. The property type indicates the expression
intensity and here it has binary values: strong or weak.
As annotation was done within context of a sentence,
the grammar function of a word is also annotated, for
example, the word admire here is a verb. Thus a word
may occur twice or more in the list depending on which
grammar function a word acts in the original text for
annotation, for example, the word “cooperation” is an-
notated as adjective and none. This list also includes
words with multiple morphemes, for example, cooper-
ate, cooperation, cooperative, and cooperatively.

4 Opinion Classification
This section presents our classification method.

4.1 Support Vector Machine
Support Vector Machine (SVM) has been widely used
in text categorisation, and with reported success [3]. In
an SVM model, objects are represented as vectors. In
learning a model to classify two classes, the basic idea
of SVM is to find a hyperplane, represented by a vec-
tor, that separates objects of one class from objects of
other classes at a maximal margin. When using a linear
kernel, SVM learns a linear threshold function. With
polynomial and radial basis kernels, SVM can also be
used to learn polynomial and radial basis classifiers.

SVMmulticlass
1 is an implementation of the multi-

class SVM, and is based on Structural SVMs [10]. Un-
like regular SVMs, structural SVMs can predict com-
plex objects like trees, sequences, or sets. SVMstruct

can be used for linear-time training of binary and multi-
class SVMs under the linear kernel. Features extracted
jointly from inputs and outputs are used to form an
optimal separation plane.

4.2 Opinion Word Extraction
To apply a classification model effectively, a key issue
is feature selection, i.e. what input will be given to a
classification model. The feature selection is applica-
tion dependent - how do we want to classify a set of
documents, and what are prominent features from a set
of documents that can separate them from each other.
For the sentiment classification task, it is intuitive that
we identify those opinion words from a set of docu-
ments as classification features.

In this study, we simply treated opinion words as
tokens and do not apply natural language processing
methods such as Part-Of-Speech tagging to analyse
the grammatical function of those words. We applied
Porter stem method to the list and group different forms
of the same word, and this leaves us 4919 “words”.

A closer look at the stemmed opinion words reveals
some interesting facts. There are 103 words that are
of contradictory polarities. After we removed these
words, we had 4816 words with unique sentiment

1Avaiable at http://svmlight.jochims.org/svm multiclass.html
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polarity. However, there are also some words that have
mixed levels of strength. In lieu of this, we created
a new level of strength and named it “contextual
strength”; there are a total of 194 in this category. The
distribution of opinion words in term of polarity and
strength is summarised in Table 1.

Positive Negative Neutral Total
Strong 954 2061 107 3192
Contextual 81 98 14 194
Weak 544 783 163 1490
Total 1579 2942 284 4816

Table 1: Distribution of opinion words

4.3 Opinion Word Vectors
In information retrieval, each document is represented
by all word tokens from a collection. However, for
the purpose of opinion classification, we represent a
document as a vector of opinion word tokens and ignore
those words that do not express any sentiment. As in
retrieval models, we weight each feature (an opinion
word) of the document vector. The tf × idf weight of
an opinion word f in a document d is:

wfd = tffd × log
|D|

|Df |

where tffd is the frequency of f in d. |D|/|Df | is
inverse document frequency of f — |D| is the number
of documents in the collection, and |Df | is the number
of documents containing f . We expect that this model
is general enough to be applied to opinion classification.

5 Evaluation
5.1 Topic-independent versus Topic-

dependent Classification
Opinion classification is usually applied to a set of doc-
uments that are of same genre or about a similar topic
such as movie reviews and product reviews. With a
huge number of opinionated documents on the Web and
the nature of inexact match of a Web search engine, it is
unlikely that we can always get a set of documents from
the same genre to be classified. As a sentiment lexicon
is independent of semantic topic of a document, we
then investigate if there exists any difference between
classification of documents that are about mixed topics
and documents about a topic; we call these two types of
document classification topic-independent (or global)
classification and topic-dependent (or local) classifica-
tion respectively.

5.2 Experiment Set-up
The TREC Blog track 2006 collection Blog06 [7] is a
sample of the blogosphere crawled from 6 December
2005 to 21 February 2006. The collection is 148GB
in total, and comprises three components: XML feeds

Category TREC-2006 TREC-2007
Negative 3,707 (32.15%) 1,844 (26.34%)
Mixed 3,664 (31.78%) 2,196 (31.37%)

Positive 4,159 (36.07%) 2,960 (42.29%)
Total 11,530 7,000

Table 2: Distribution of document categories in TREC-
2006 and TREC-2007

of 38.6GB, which are the blogs, Permalink documents
of 88.8GB, which are the blog posts with associated
comments, and HTML homepages of 28.8GB, which
are the entries to blogs. The permalink documents are
the unit for the opinion finding task and polarity tasks.

The content of a blog post is defined as the content
of the blog post itself and the contents of all comments
to the post. A blog post is considered having subjective
content if “it contains an explicit expression of opin-
ion or sentiment about the target, showing a personal
attitude of the writer” [7]. Fifty topics were selected
by NIST from a collection of queries of a commercial
search engine for the opinion retrieval task. For a topic,
permalink documents are tagged with NIST relevance
judgement, with the following categories (or scales) [7]:
not judged(-1), not relevant(0), relevant(1), negative(2),
mixed(3) and positive(4).

The Blog06 collection was used for both TREC-
2006 and TREC-2007 Blog Track. Fifty (different)
topics were used for each conference. For each
topic, we selected documents with NIST assessor
relevance judgement scale of 2 (negative), 3 (mixed
- both positive and negative) and 4 (positive) for our
study. Table 2 shows the distribution of documents in
different categories in TREC-2006 and TREC-2007
respectively.

Zettair search engine 2 was used to index documents
with the sentiment lexicon. Each document was con-
verted into a vector of opinion words with the weighting
scheme as described in Section 4.3.

5.3 Topic-independent Opinion Classifi-
cation

To train the topic-independent opinion classification
model, we pooled and indexed all documents from 50
topics in TREC-2006. SVM model was then trained
on the converted opinion-word vectors with judgement
scale >=2. Ten-fold cross validation experiment
was conducted on all 10,737 documents of 50 topics.
It showed an overall accuracy of 52.90±3%, that
is 52.9% of documents correctly classified, with a
standard deviation of 3%.

5.4 Topic-dependent Opinion Classifica-
tion

To examine the interactions between topics and opinion
classification accuracy, topics of TREC-2006 that con-
tain at least 10 documents from each opinion category

2http:www.seg.rmit.edu.au/zettair/
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Figure 1: Classification accuracy: Topic-independent
vs. topic-independent

(recall that there are 3 categories positive, negative or
mixed) were extracted, this resulted in 36 topics and
9,771 documents in total.

To evaluate the accuracy of topic-dependent opinion
classification, we individually indexed documents from
the same topic, and applied ten-fold cross validation
experiment to each topic collection accordingly. On av-
erage, the topic-dependent model achieved an accuracy
of 63±13%, significantly higher than that achieved by
the topic-independent model.

5.5 Blind Test of the Classification Model
The topic-independent classification model trained on
documents with TREC-2006 judgments were blind
tested on documents with TREC-2007 judgements.
27 topics that contain at least 10 documents in each
category were used in our study. The model showed
an accuracy of 42% on the whole collection. The drop
in performance compared to that of 10-fold croass
validation (52.9±3%) may be attributed to the change
of topics between the two collections, which in turn
suggests that there is strong correlation between topics
and opinion words.

On the other hand, in the 10-fold cross validation
experiment on the TREC-2007 collection, the topic-
dependent model achieved an average accuracy of
55%. We extracted individual topic’s accuracy for the
topic-independent model, and used a paired Wilcoxon
test to compare the difference in classification accuracy
between the topic-independent model and the topic-
dependent model. The improvement in classification
accuracy of the topic-dependent model over that of
the topic-independent model is statistically significant
(p < 0.001). Figure 1 shows the summary of two
models. As we can see that the topic-dependent model
achieved higher accuracy than the topic-independent
model.

6 Conclusion
In this paper we have described our research on opinion
classification of blogs. We have investigated the differ-
ence of global classification of documents from mixed
topics and local classification of documents from the
same topic. Our experiment on the TREC Blog collec-
tions has shown that the local classification is signifi-
cantly more accurate than the global classification. This
might be because that documents from the same topic
tended to have a similar set of sentiment words. Our
future research will concentrate on developing topic-
specific opinion classification models, especially it is
anticipated that the annotation of opinion words tensity
can be used to further improve such models.
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