
The Numerical Stability of Kernel Methods

Shawn Martin
Sandia National Laboratories

P.O. Box 5800
Albuquerque, NM 87185-0310

smartin@sandia.gov

November 3, 2005

Abstract

Kernel methods use kernel functions to provide nonlinear versions of
different methods in machine learning and data mining, such as Principal
Component Analysis and Support Vector Machines. These kernel functions
require the calculation of some or all of the entries of a matrix of the form
XT X. The formation of this type of matrix is known to result in potential
numerical instability in the case of least squares problems. How does the
computation of the kernel matrix impact the stability of kernel methods? We
investigate this question in detail in the case of kernel PCA and also provide
some analysis of kernel use in Support Vector Machines.
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1 Introduction

Kernel functions were originally used by James Mercer in 1909 in the context of
integral equations [17]. It wasn’t until 1964 that these kernels were interpreted as
inner products in feature spaces for use in machine learning [1]. Since the early
1990s, kernels have been applied to Support Vector Machines (SVMs) [3], Princi-
pal Component Analysis (PCA) [23], Fisher’s Linear Discriminant [18], and a host
of other algorithms.

Up to now the numerical stability of kernel-based algorithms has not been ad-
dressed. In this paper we show that one such algorithm, kernel PCA [23], is nu-
merically unstable in the case of small eigenvectors. We also provide an example



showing that SVMs can be unstable in the case of order of magnitude differences
in vector components.

This paper is organized as follows: in Section 2 we discuss the meaning of nu-
merical stability; in Section 3 we give some background on kernel PCA; in Section
4 we present a simple example which shows that kernel PCA is numerically un-
stable; in Section 5 we explain why kernel PCA is unstable in general; in Section
6 we discuss SVMs and provide an example showing how SVMs can be unstable;
and in Section 7 we offer our conclusions.

2 Numerical Stability

Numerical stability is the study of algorithm performance in terms of accuracy.
While a numerically unstable algorithm will produce incorrect results in certain
cases, a numerically stable algorithm will produce nearly correct results even in
the case of an ill-conditioned problem. We use the definition of numerical stability
as described in [27]. Specifically, if we use the notationg : X → Y to designate a
problem, and the notatioñg : X → Y to designate analgorithm, then a numerically
stable algorithm is an algorithm̃g such that givenx ∈ X there exists̃x ∈ X such
that

‖g̃(x)−g(x̃)‖
‖g(x)‖ = O(εmachine) and ‖x−x̃‖

‖x‖ = O(εmachine), (1)

whereO(εmachine) decreases in porportion toεmachine.
Many classical algorithms, such as Gaussian elimination and Gram-Schmidt

orthogonalization, are numerically unstable. Often these algorithms are avoided by
using numerically stable variants such as modified Gram-Schmidt, but just as often
the algorithms are used anyway (sometimes due to ignorance) and are unstable only
in certain cases. Gaussian elimination, for example, can give completely inaccurate
results for certain matrices, but gives accurate results in all known real applications
[27]. It is also interesting to note that stability analysis of algorithms can be very
difficult. To this day, the rarity of matrices for which Gaussian elimination fails is
not fully understood, despite study by such giants as von Neumann, Turing, and
Wilkinson [27].

3 Kernel PCA

Prinicpal Component Analysis, closely related to the Singular Value Decomposi-
tion (SVD), is a data analysis technique whereby the most variance is captured in
the least number of coordinates [12], [14], [27]. PCA was originally investigated



by Pearson in 1901 [20] and Hotelling in 1933 [10] and is now applied in almost
every area of scientific investigation.

The widespread use of PCA has spurred interest in the investigation of different
nonlinear variants and extensions of PCA, including Hebbian networks [19], multi-
layer perceptrons [16], Principal Curves [9] and kernel PCA [23]. In addition,
there are other methods in data analysis similar in spirit to PCA such as Projection
Pursuit [8], Independent Component Analysis [13], [11], Isomap [26], and Locally
Linear Embedding [21].

3.1 Kernels

Kernel PCA is based on the use of Mercer kernel functions. Kernel functionss are
functions of the formk : Rn × Rn −→ R such that there exists an accompanying
mapΦ : Rn −→ F with

k(x,y) = (Φ(x),Φ(y)), (2)

whereF is a separable Hilbert space with inner product(•, •). The mapΦ is
typically nonlinear and the relation (2) is used as a computational “trick” to avoid
explicit computation ofΦ(x). Some simple kernels are the linear kernelk(x,y) =
(x,y), the polynomial kernelk(x,y) = ((x,y) + c)d, d ∈ Z and the gaussian
radial basis function kernelk(x,y) = exp(−‖x− y‖2/2σ2), σ 6= 0.

Kernels are useful in machine learning because they allow the application of
linear methods to nonlinear problems. In principle, an appropriate mapΦ can be
used to change a nonlinear problem inRn into a linear problem inF . Once the
problem has undergone this transformation, a linear method can be applied.

Kernels come into play because a given nonlinear mapΦ usually results in
a large and sometimes infinite increase in the dimension of the original problem.
Kernels are used to avoid this dimensional increase by replacing the inner products
in a linear method with kernels. This substitution yields a nonlinear method which
never explicity uses the mapΦ. By replacing inner products(xi,xj) with kernels
k(xi,xj) = (Φ(xi),Φ(xj)) we effectively remap our problem usingΦ before
applying an inner product in a higher dimensional space.

Additional information on kernels and their use in machine learning can be
found in [4] and [24].

3.2 PCA

Kernel PCA combines kernel functions with the so-called snapshot method [15],
[14] for computing principal components. To describe the snapshot method, sup-
pose we havem data points{x1, . . . ,xm} ⊂ Rn. If we write p = min{m,n}



and record our data points in anm × n matrix X = (x1, . . . ,xm) then PCA is
performed by computing the SVD1

X = UΣV T , (3)

whereU is anm×m orthogonal matrix,V is ann×n orthogonal matrix andΣ is
anm×n matrix with diagonal entriesσ1 ≥ ... ≥ σp ≥ 0. In this case the principal
components are usually considered to be the columns ofU and the singular values
σ1, . . . , σp give a measure of the variance captured by the corresponding principal
components. Typically the projectionsUT X = ΣV T are considered most infor-
mative.

The snapshot method, originally considered for image analysis [15], refers to
computing the SVD by performing an eigenvalue decomposition of

XT X = V Σ2V T = QΛQT , (4)

in which case the eigenvaluesλ1, . . . , λp correspond to the squaresσ2
1, . . . , σ

2
p of

the singular values and the eigenvectorsQ correspond to the right singular vectors
V . (If some of the singular values are equal this becomes a corresondence between
subspaces.)

3.3 Formulation of Kernel PCA

Kernel PCA is a kernel version of the snapshot method for computing principal
components. In other words the inner products in (4) are replaced by kernels to
yield a nonlinear version of PCA. To describe kernel PCA more fully, let us con-
sider a parallel development of the snapshot method in the Section 3.2. Suppose
we denote(Φ(x1), . . . ,Φ(xm)) by X̃. We want to decomposẽX using some type
of SVD

X̃ = Ũ Σ̃Ṽ T , (5)

whereŨ , Σ̃, and Ṽ have properties similar to the properties possessed byU,Σ,
andV in (3). UnfortunatelyΦ(X) ⊂ F , whereF is either a very high or infi-
nite dimensional vector space so that (5) is either very difficult or impossible to
compute.

We can, however, form the matrix̃XT X̃ by computing the kernel matrixK,
where the entriesKij of K are given byk(xi,xj). Then we can use the eigenvalue
decomposition ofK to get

X̃T X̃ = K = Ṽ Σ̃2Ṽ T = Q̃Λ̃Q̃T . (6)
1Technically PCA is performed by mean subtracting the dataX then diagnalizing the covariance

matrix 1
m

XXT . To provide a cleaner exposition, we assume without loss of generality that our data
is mean zero and unit covariance.



Thus (6) is the kernel version of the snapshot relation (4) in Section 3.2. The
eigenvalues̃λ1, . . . , λ̃p correspond to the squaresσ̃2

1, . . . , σ̃
2
p of the singular values

and the eigenvectors̃Q correspond to the right singular vectorsṼ . In particular we
can compute the principal component projectionsŨT X̃ = Σ̃Ṽ T of our remapped
data. (These statements will be made precise in Section 5.)

This is not how kernel PCA was presented in [23], but the relations in (5) and
(6) motivate the algorithm well: compute the eigenvalues and eigenvectors ofK.2

As an added benefit, the relations in (5) and (6) make clear why the algorithm is
numerically unstable.

4 Example of Kernel PCA Instability

One of the interesting things about kernel PCA is that it is a direct extension of
standard PCA. In other words, kernel PCA with a linear kernelk(x,y) = (x,y)
is standard PCA. Since standard PCA has been studied before, the easiest place to
consider the numerical stability of kernel PCA is in the linear case.

It is known that PCA, computed using the SVD, is numerically stable. It is also
known that computing PCA using an eigenvalue decomposition of the covariance
matrix, or ofXT X, is numerically unstable [27].

A good example for analyzing numerical stability can be found in [27] on page
65-66. In this example, a matrixX = UΣV T is considered, whereU andV are
random orthogonal square matrices of size 80, andΣ is a diagonal matrix with
entries2−1, 2−2, . . . , 2−80. We useX to show that computing the singular values
by diagonalizingXT X is unstable. As seen in Figure 1(a), computing singular
values by diagonalizingXT X is roughly half as accurate as computing singular
values using the SVD.

It might be conjectured that the computation of the right singular vectors by
diagonalizingXT X is stable despite the instability in the computation of the sin-
gular values. This is not the case. We see in Figure 1(b) that computation of the
right singular vectors breaks down at exactly the same point that the singular value
computation breaks down.

5 Explanation of Kernel PCA Instability

We can explain the instabiliity of kernel PCA in the linear case using arguments in
[27], and in the nonlinear case by extending those arguments.

2We have omitted the steps of kernel PCA involving mean subtraction and normalization.
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Figure 1: Numerical Stability Comparisons. On the left (a) we compare the ability
of SVD versus diagonalization ofXT X for computing singular values. The dot-
ted line shows the actual singular values2−1, . . . , 2−80 versus dimension (1-80);
the dashed line shows the singular values computed using a numerically stable im-
plementation of the SVD; and the solid line shows the results when the singular
values are computed by diagonalizingXT X. On the right (b) we compare abilities
for computing right singular vectors. In (b) we display absolute values of inner
products (which correspond to angles) between computed and actual right singular
vectors. We use the same key for the dotted, dashed, and solid lines as in (a).



5.1 Linear Case

To explain why computing singular values by diagonalizingK = XT X is unstable
we adopt an argument from page 235 of [27]. This argument, presented in Section
5.1.2, uses a simplified version of the Bauer-Fike Theorem [2], which we state in
Section 5.1.1.

5.1.1 Bounds

Theorem 1 (Bauer-Fike)SupposeK is a real symmetric matrix withK = QΛQT

andδK is a perturbation ofK. If λ̄j is an eigenvalue ofK + δK then there exists
an eigenvalueλj of K such that

|λ̄j − λj | ≤ ‖δK‖2. (7)

Lemma 1 (Extension to Singular Values)By applying the Bauer-Fike theorem(1)
to the matrix (

0 XT

X 0

)
we get a similar bound on the singular values ofX. In particular, if σ̄j is a singular
value ofX + δX then there exists a singular valueσj of X with

|σ̄j − σj | ≤ ‖δX‖2. (8)

5.1.2 Singular Values versus Eigenvalues

We use the bounds in Section 5.1.1 to compare the results of a stable computation
of the singular values ofX with a computation of the singular values ofX via a
stable computation of the eigenvalues ofXT X.

Using definition (1), a stable algorithm for computing a singular valueσj of
X has the property that there is a perturbationδX of X and a singular valuēσj of
X + δX such that

|σj−σ̄j |
|σ̄j | = O(εmachine) and ‖δX‖

‖X‖ = O(εmachine), (9)

where|f | = O(εmachine) means thatf decreases in porportion toεmachine(see [27]
for details). Applying (8) to (9) we see that

|σj − σ̄j |
|σ̄j |

≤ ‖δX‖
|σ̄j |

= O(
εmachine‖X‖

|σ̄j |
),

which implies that
|σj − σ̄j | = O(εmachine‖X‖). (10)



In the case of computing an eigenvalueλj of K = XT X using a stable algo-
rithm we get a similar bound

|λj − λ̄j | = O(εmachine‖K‖). (11)

In order to compare the accuracy of computing singular values directly versus
as square roots of eigenvalues ofXT X we compare the bounds in (10) and (11).
From (11) we get

|λj − λ̄j | = |σ2
j − σ̄2

j | = |σj + σ̄j ||σj − σ̄j |,

which gives

|σj − σ̄j | = O(
εmachine‖K‖

σj
). (12)

Since‖K‖ = ‖XT X‖ = ‖X‖2 we see that (12) is less accurate than (10) by
the factor‖X‖

σj
= σ1

σj
. For singular values similar in magnitude toσ1 this is not a

problem but for small singular valuesσj this computation becomes unreliable.
In particular, it is interesting to revisit the example in Section 4 in the context of

our newly derived bounds. If we assume thatεmachine≈ 2−50 for double precision
then we see that our expected accuracy for computing singular values directly is
O(εmachine‖X‖) = O(εmachineσ1) = O(2−51). This agrees well with Figure 1(a).
Our expected accuracy for computing singular values by diagonalizingXT X, on

the other hand, isO(εmachine
σ2
1

σj
) = O(2j−52). Thus forσj = 2−26 we have an

expected accuracy ofO(2−26). We can’t do any better than this and in fact the
worst caseσj = 2−80 has an expected accuracy ofO(228)! From this perspective
our eigenvalue decomposition in Figure 1(a) does a remarkably good job.

5.1.3 Singular Vectors and Eigenvectors

In Figure 1(b) we saw that computing the right singular vectors by diagonalizing
XT X was unstable. This is true in general because the computation of eigenvectors
is ill-conditioned [7], [22]. In particular an eigenvector calculation is very sensitive
to the gaps between eigenvalues: a small gap yields inaccurate computations. In
our case this means that our eigenvector calculations will become inaccurate when
the eigenvalues reach maximum effective precision. Thus the instability in com-
puting the singular values by diagonalizingXT X carries over into the computation
of the right singular vectors.



5.2 Nonlinear Case

In this section we show that kernel PCA is unstable in the nonlinear case. We
accomplish this by straightforward direct extension of the results in Sections 3.2
and 5.1.

We first defineX̃ : Rm −→ F by X̃v = v1Φ(x1) + · · · + vmΦ(xm) and
X̃T : F −→ Rm by X̃Tu = ((Φ(x1),u), . . . , (Φ(xm,u). Both X̃ andX̃T are
linear and the adjoint̃X∗ of X̃ is X̃T .

Using these definitions and the standard induction proof (see e.g. [27]) we get
the kernel version of the SVD previously mentioned in Section 3.3 as Equation (5).

Theorem 2 (Kernel SVD) SupposeX̃ is defined as above andp is the dimension
of the range ofX̃. Then there exists a decomposition

X̃ = Ũ Σ̃Ṽ T (13)

such thatṼ is an orthogonalm×m matrix,Σ̃ is ap×m diagonal matrix with en-
triesσ1 ≥ · · · ≥ σp ≥ 0, andŨ : Rp −→ F is a unitary operator. Furthermore the
singular valuesσ1, . . . , σp are uniquely determined as are the subspaces associ-
ated with equal singular values. In particular a distinct singular value determines
(up to sign) the associated singular vectors.

The Bauer-Fike bound on singular values in (8) can also be extended. By
applying the standard Bauer-Fike theorem to the matrix(

0 X̃T Ũ

ŨT X̃ 0

)

we get a bound on the singular values ofX̃. In particular ifσ̄j is a singular value
of X̃ + δX̃ then there is a singular valueσj of X̃ with

|σ̄j − σj | ≤ ‖δX̃‖. (14)

Using kernel SVD (13) and the Bauer-Fike bound (8) the argument in Section
5.1.2 carries over directly to the nonlinear case.

6 Support Vector Machines

We have shown that kernel PCA is numerically unstable, and that the instability
arises from the computation of the singular values ofX̃ as the square roots of the
eigenvalues of the kernel matrixK = X̃T X̃. Unfortunately, the formation of the



kernel matrix is central to kernel PCA, and a stable alternative is not immediately
apparent. In fact, the formation of the kernel matrix is central to all kernel methods.
What does this imply about the stability of these kernel methods, including the
stability of SVMs? Although we do not answer this question in general, we present
here a simple example with which we investigate the stability of SVMs.

Support Vector Machines are classifiers (there are also SVMs which perform
regression [25]) which were originally developed in [28], [3], [5], among others.
SVMs are based on a maximal margin hyperplane, which was originally presented
in [28], and use nonlinear kernel functions, originally suggested in [3]. SVMs are
able to handle errors using the soft margin generalization, first proposed in [5].
Due to their use of nonlinear kernel functions, SVMs are very adaptable (able to
assume polynomial, radial basis function, and neural network forms) and have been
applied successfully to a wide variety of problems. For an introduction to SVMs
see [4], [6], [29].

In the case of a SVM, we have a dataset{x1, . . . ,xm} ⊂ Rn with class labels
{y1, . . . , ym} ⊂ {−1,+1}. If we assume that the two classes are linearly separa-
ble, then our SVM assumes the formf(x) = sign((w,x)− b), wherew andb are
computed by solving the quadratic programming problem

minα
1
2

∑m
i=1

∑m
j=1 yiyjαiαj(xi,xj)−

∑m
i=1 αi

s.t.
∑m

i=1 yiαi = 0
αi ≥ 0 for i = 1, . . . ,m.

(15)

If α∗
1, . . . , α

∗
m is the solution to (15) thenw =

∑m
i=1 yiα

∗
i xi andb = (w,xi)− yi,

independent ofi, assumingα∗
i > 0.

To illustrate the potential instability of the SVM calculation, we now consider
the dataset{x0 = 0,x1 = σ1e1, . . . ,xm = σmem} ⊂ Rm with class labels
{y0 = −1, y1 = · · · = ym = 1}, wheree1, . . . , em is the standard basis for
Rm, andσ1, . . . , σm are chosen to be positive. For this dataset, the SVM quadratic
program in (15) reduces to

minα
1
2

∑m
i=1 α2

i σ
2
i − 2

∑m
i=1 αi

s.t. αi ≥ 0 for i = 1, . . . ,m,
(16)

whereα0 =
∑m

i=1 αi. The reduced program in (16) has solution(α∗
0,

2
σ2
1
, . . . , 2

σ2
m

)

with w = ( 2
σ1

, . . . , 2
σm

) andb = 1.
Now letσi = 2−i for i = 1, . . . , 80. In this case, the solution to (15) is given by

α∗
0 = 2

∑80
i=1(2

i)2 andα∗
i = 2× (2i)2 for i = 1, . . . , 80 with w = 2(21, . . . , 280)



andb = 1. Because bothα0 andα1, . . . , α80 are included in the calculation of (15),
we observe that the constraintα0 =

∑80
i=1 αi implies a strict limit on the precision

of the results. In particular,α∗
0 = 2

∑80
i=1(2

i)2 implies that we are limited to
approximately half of the available machine precision, exactly analogous to our
example in Section 4, when we used diagonalization to compute the eigenvalues
of XT X. Furthermore, we emphasize that this observation holds regardless of the
particular algorithm used to solve (15).

7 Conclusions

In this paper we showed that kernel PCA is numerically unstable. This instability
arises from the computation of the singular values ofX̃ as the square roots of the
eigenvalues of the kernel matrixK = X̃T X̃. Unfortunately, the formation of the
kernel matrix is central to kernel PCA and a stable alternative is not immediately
apparent.

On the other hand, in most applications of kernel PCA we are only interested in
the top few statistically significant singular vectors. Thus the fact that it is difficult
to compute the smaller singular values is unimportant from a practical point of
view.

We also discussed how the formation of the kernel matrixK affects the com-
putation of a SVM. We provided an example where the formation ofK results in
numerical instability, in the case of linearly separable data.

Again, however, our example was artificial. In most real-world problems, it
would probably not occur that one measurement was several orders of magnitude
different than another. Further, if in fact there was such a difference between mea-
surements, the practitioner would benefit by scaling the measurements so that they
were of similar magnitudes. Finally, the practitioner would not use a separable
SVM, but would instead use the soft margin generalization, which incorporates a
regularization term. It may be that the soft margin generalization is stable.

Thus the practical implications of our analysis seem rather limited: it may be
unwise to trust kernel methods beyond eight digits of accuracy, and only for artifi-
cial examples. As discussed in Section 2, however, numerically unstable methods
can often be used successfully, and only occasionally propagate errors out of con-
trol, giving entirely incorrect solutions. To avoid this phenomenon, we need to
better understand the stability of kernel methods. We have shown here that certain
kernel methods can be unstable in certain cases. If kernel methods are unstable in
general, and if and when these instabilities occur in practice, are more important
but much more difficult questions.
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