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Chapter 9

Introduction

This book is a continuation of the idea I developed in my earlier book, ‘Sensorimotor
Cognition and Natural Language Syntax’ (Knott, 2010). In that book, I suggested that
the syntactic structure of a sentence reporting a concrete episode could be interpreted as a
description of sensorimotor processing. I expressed this idea using the syntactic framework
of Minimalism (Chomsky, 1995), in which every sentence has two syntactic representations:
a phonetic form (PF) and an underlying logical form (LF). My proposal was that the
LF of a sentence S reporting a concrete episode E can be characterised as a description of
the sensorimotor processes involved in actually experiencing the episode E. In the earlier
book, I focussed on a single syntactic construction (a transitive clause) when presenting and
motivating this proposal. Obviously I must consider a wider range of constructions. In the
current book I examine how the original proposal extends to other syntactic constructions.
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Chapter 10

A sensorimotor characterisation of
noun phrase syntax

10.1 Introduction

In the book so far we have focussed on ‘proposition-sized’ units: the sensorimotor model
has been about a reach-to-grasp episode, and the corresponding syntactic model has been
about the structure of a transitive clause. In the next two chapters, I will consider units
below the level of propositions: the sensorimotor focus will move to objects and attentional
routines, and the syntactic focus will move to noun phrases—or in current syntactic par-
lance, determiner phrases (DPs). The aim is to extend the sensorimotor interpretation
of syntactic structure proposed in Chapter 5 to DPs.

Obviously, perceiving a concrete episode involves perceiving the objects which partici-
pate in it, and representing an episode involves representing these objects. The sensorimo-
tor model of episodes given in Chapters 2 and 3 already includes some suggestions about
how objects are perceived and represented, but it does not give much detail. Likewise
the syntactic model given in Chapter 4 says something about where DPs can appear in a
transitive clause, but does not go into detail about the syntax of DPs. In the next two
chapters I will expand the syntactic model of DPs and the sensorimotor model of object
perception, and ty to link these two models together.

The division of labour in the next two chapters roughly reflects the fact that DPs can
contribute to clauses in two quite different ways. The most obvious thing a DP can do is
to refer to an object. The two DPs in our example sentence both have this function:

(10.1) The man grabbed a cup.

The most obvious sensorimotor interpretatation of the internal syntax of a referential DP is
as a trace of the sensorimotor mechanisms involved in delivering an object representation.
This is in fact the main idea I will pursue in the current chapter. But there are many
DPs which cannot be understood referentially. The most important class of these are
quantified DPs, examples of which are given below.
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(10.2) Most men grabbed a cup.

(10.3) No man grabbed a cup.

None of the DPs in these examples straightforwardly ‘refer to objects’. (The DP most
men picks out a different set of men depending on what is predicated of it; a cup may
pick out a different cup for each man, and no man obviously has no referent at all.) A
general ‘sensorimotor’ interpretation of DP syntax will have to cover quantified DPs as
well as referential ones. In fact, what syntacticians want is a unified account of referential
and quantified DPs, which explains why DPs can function in both ways. I will focus on
referential DPs in this chapter, but I will move towards a unified account in Chapter 11.

In this chapter, I will look for a sensorimotor interpretation of the internal syntactic
structure of DPs, drawing on a more detailed model of the perception of objects and their
representation in working memory. In Minimalism, the syntactic structure of a DP is
strongly right-branching, just like that of a full clause. A preview of the LF of the DP
the man is given in Figure 10.1. The highest projection DP is headed by the determiner

NumP

Num’

NP

N’

DP

D’

D

the

Num

singular

N

man

Figure 10.1: The LF structure of a determiner phrase: preview

the. This introduces a functional projection called NumP, which contributes the ‘gram-
matical number’ of the DP—in this case, singular. NumP in turn introduces the familiar
NP projection. Without going into details, it is clear that the general interpretation of LF
proposed in Chapter 5 makes some strong predictions about the structure of the sensori-
motor processes involved in delivering an object representation. In particular, it predicts
that these processes will be organised into three sequential stages. In this chapter, I will
argue that this prediction is correct.

I begin in Section 10.2 by introducing a basic model of DP syntax, which omits the
NumP projection. In Section 10.3, I present an initial sensorimotor interpretation of this
basic model, which draws on the account of object perception given in Chapter 2. This
initial interpretation fits well with the general sensorimotor interpretation of LF proposed
in Chapter 5. But both the syntactic and the perceptual accounts need to be extended.
The model of DP syntax must be revised to separate out the notion of grammatical number
from the notion of reference. A revised model, introducing the NumP projection, is given
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in Section 10.5. The model of object perception must be extended to cover attention to and
categorisation of groups of objects, as well as working memory representations of objects
and groups. An extended model of object perception is given in Section 10.5, and a model
of working memory for objects and groups is given in Section 10.6. In Section 10.7, I
present a more detailed sensorimotor interpretation of the syntax of referential DPs.

10.2 A simple syntactic model of DPs

Until the mid-eighties, it was assumed that referential or quantifying phrases like the hat or
every hat were headed by nouns, as shown in Figure 10.2(a). This idea was forcefully chal-

N

hat

NP

N’

N

hat

DP

D’

D

(b)(a)

NP

N’spec

the/every the/every

Figure 10.2: Syntactic analyses of the hat : (a) as an NP; (b) as a DP

lenged by several linguists, most prominently Szabolcsi (1987) and Abney (1987). Abney
proposed an alternative model, in which such phrases are basically determiner phrases
(DPs), which introduce noun phrases as complements, as shown in Figure 10.2(b). The
‘DP hypothesis’ can be motivated on syntactic grounds, but it also fits well with seman-
tic accounts of reference and quantification which were being developed around the same
time, and which are now widely accepted. In this section I will summarise some syntactic
arguments for DP, and then briefly introduce a semantic model which fits with it. For
more details in each case, see Alexiadou et al. (2007).

10.2.1 Abney’s original argument for the DP hypothesis

Abney begins by noting that there are a surprising number of similarities between noun
phrases and full clauses. For instance, the concepts of ‘subject’ and ‘object’ which operate
in clauses seem to have correlates in possessive noun phrases:

(10.4) Peter has a hat

(10.5) Peter’s hat

In addition, the clause-level phenomenon of agreement between the subject and its verb
seems to have noun-phrase-level correlates in several languages. For instance, in Hungar-
ian, the noun in a clause shows agreement with the possessive subject-like element (c.f.
Szabolcsi, 1987):
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(10.6)
az en kalap-om
the I:NOM hat-1sg
‘My hat’

(10.7)
a te kalap-od
the You:NOM hat-2sg
‘Your hat’

(10.8)
a Peter kalap-ja
the Peter:NOM hat-3sg
‘Peter’s hat’

The important thing to note about these examples is that the noun kalap is inflected dif-
ferently according to the person and number features of the possessor, in a way reminiscent
of subject-verb agreement (c.f. e.g. I am, you are, Peter is).

In the model of clause-level subject-verb agreement given in Chapter 4, the inflection
on the verb ‘belongs’ at the head of its own functional projection, IP, as shown in Fig-
ure 10.3(a). This projection introduces the subject, which explains why the inflection

−s

VP

V’

V

run

Peter

IP

I’

I

XP

My X’

X

1sg

NP

N’

N

hat

(a) (b)

Figure 10.3: (a) Subject-verb agreement in the sentence Peter run-s ; (b) Possessor-noun
agreement in the nominal My hat-1sg

agrees with the subject. To explain how the inflection ends up on the verb, some form of
head movement is stipulated: in GB the inflection lowers to the verb, and in Minimalism
the inflected verb raises to I to ‘check’ its inflection. If this account of agreement is correct,
this suggests a similar account of agreement in possessive nominals, in which the noun’s
inflection ‘belongs’ at the head of a higher functional projection introducing the possessor,
as shown in Figure 10.3(b).

Abney argues that the analysis proposed for possessive nominals in Figure 10.3(b) can
also serve for ‘regular’ nominals like the hat and every hat. The higher functional projection
XP can be interpreted as the projection created by the determiner—i.e. as a DP—as shown
in Figure 10.2(b). In X-bar theory, every word projects its own XP, containing slots for a
specifier and a complement; the theory’s appeal rests on its ability to give useful definitions
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of specifier and complement which generalise across syntactic categories. Abney’s revised
analyses of nominal constructions as DPs consolidate the generalisations captured by X-bar
theory, and capture important generalisations between nominal and clausal constructions.

10.2.2 Some further syntactic arguments for N-to-D movement

In Section 10.2.1 I appealed to the idea of movement between N and D heads in Hungarian
possessive phrases (see Figure 10.3(b)). But in order to properly motivate the idea of N-to-
D movement, it is important to show it has useful application beyond this one construction.
In this section I will discuss two independent constructions where the concept can be
usefully applied.

I will begin by considering another case where there is a strong analogy between DPs
and clauses. As discussed in Section 10.2.1, possessive nominal constructions have very
obvious clausal counterparts; for instance in Dan’s love of himself, there is a subject-like
element (Dan), a verb-like element (love) and an object-like element (himself ). In Hebrew,
possessives can be expressed in a nominal construction called a construct state, where
the verb-like element appears first, as shown below.

(10.9)
ahavat dan et acmo
love Dan ACC himself
‘Dan’s love of himself’

The surface order of elements here is ‘verb subject object’. Recall from Section 4.7 that
in a transitive clause, the subject and object originate at the specifier and complement of
VP, and VSO word order results from raising the head of VP to the head of the higher
IP projection, as shown in Figure 10.4(a). Ritter (1991) has influentially argued that the

Dan

DP

D’

D NP

N’

N

IP

I’

VP

V’

V

Dan

I
loves ahavat

himself et acmo

Figure 10.4: (a) Derivation of VSO order in a clause. (b) Derivation of ‘VSO-like’ order in
the Hebrew construct state

Hebrew construct state derives from a similar structure, where the subject-like and object-
like elements appear at the specifier and complement of NP, and the verb-like head of NP
(ahavat) raises to the head of a higher DP projection, as shown in Figure 10.4(b). The
positions of the subject-like and object-like elements within a single XP are motivated by
the fact that the object can be a reflexive pronoun—as it is in our example. (Reflexive
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pronouns and their antecedents can only appear in certain quite local structural configu-
rations, according to a component of syntactic theory called ‘binding theory’, which I will
not discuss here.) The ‘natural’ position of the verb-like element ahavat is at the head of
this XP, in between subject and object, because this is the position which assigns subject
and object thematic roles. So in a construct state, there is a strong indication that it has
moved out of its original position to a higher functional head. The suggestion that it has
moved to the head of DP comes from the fact that the regular Hebrew definite determiner
(ha-) cannot appear in the construct state:

(10.10)
* ha-ahavat dan et acmo

the-love Dan ACC himself

Ha- normally appears at the head of DP—but of course this position can only be occupied
by a single lexical item. Arguing that the noun ahavat has moved into the empty D in the
construct state allows us to explain why ha- cannot appear in this construction. Ritter
suggests that a phonologically empty item at D functions to convey the possessive character
of the construction—specifically, she suggests that it assigns genitive case to the subject,
in the same way that that an overt particle like of can indicate the possessor in English.

While Ritter’s argument for N-to-D movement appeals to the idea that D cannot be
occupied by two items simultaneously, there are other arguments which appeal to the idea
that D needs to be occupied by at least one item. One such argument comes from an
analysis of Italian proper nouns (Longobardi, 1994). In Italian, a proper noun which is
modified, for instance by a possessive, is standardly introduced by a definite determiner:

(10.11)
Il mio Gianni
The my Gianni
‘My Gianni’

In fact, modified proper nouns can also appear without determiners. But in these cases,
the proper noun must appear to the left of the modifier:

(10.12)
Gianni mio
Gianni my

(10.13)
* Mio Gianni

My Gianni

Longobardi argues that when there is no explicit determiner, the proper noun Gianni must
raise to fill the empty D position, creating the structure illustrated in Example 10.12. If it
does not, as in Example 10.13, the construction is ill-formed.

Another kind of argument for N-to-D movement comes from the fact that in some
languages, determiners can be realised as inflections (‘clitics’) on nouns. For instance, in
Romanian, a demonstrative is realised as an independent word positioned to the left of
adjectives and the noun (e.g. Example 10.14), but a definite determiner is realised as an
inflection on the noun, which then appears to the left of adjectives (Example 10.15).
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(10.14)
Acest sàrac bàiat
This poor boy
‘This poor boy’

(10.15)
Bàiat-ul sàrac
Boy-the poor
‘The poor boy’

Grosu (1988) proposes that in Example 10.15, the inflection -ul appears at D, and the noun
bàiat raises to this position to provide a stem for it to attach to. This explains why the
noun appears to the left of adjectives when it takes a clitic determiner.1 Clitic determiners
are also common in Scandinavian languages, where a similar N-to-D raising analysis can
be given (see e.g. Taraldsen, 1990).

In summary, the DP hypothesis, along with the assumption that N heads can raise to
D, permits an elegant analysis of a range of nominal constructions in different languages. I
would not want to claim that it applies easily to all languages. There are many languages
where determiners appear postnominally as independent words, often at some distance
from the noun; see e.g. Haitian creole (Lumsden, 1989) and West African languages like
Fongbe and Yoruba (Roberts, 2007). Postnominal determiners are easy to account for on
the DP hypothesis if we can allow the DP head to appear after its complement—but in our
interpretation of X-bar theory, heads strictly precede their complements. For now, I will
leave postnominal determiners as a topic for future discussion.2 Aside from these cases,
the assumption that N can raise to D is very productive for a wide variety of languages.

[I think I need to put something in here about adjectives: e.g. size and colour adjectives
(The big brown dog/Le grand chien brun).]

10.2.3 The semantic contribution of determiners: a model of
reference in discourse

Semanticists have quite well-developed ideas about what determiners and nouns contribute
to the meaning of a sentence. In this section I will briefly introduce these ideas, using a
model of reference and quantification which was also introduced in the eighties, by Kamp
(1981; see also Kamp and Reyle, 1993) and Heim (1982). I will use Kamp’s term ‘discourse
representation theory’ (DRT) for the model. DRT is important, because it gives a unified
semantic treatment of referential and quantified DPs—and moreover, provides the basis
for an account of the difference between definite and indefinite DPs (e.g. between the dog
and a dog).

1In a Minimalist analysis, the noun would be generated with its determiner inflection at N, and would
raise to D to ‘check’ this inflection. This presumably allows the option of inflected nouns raising ‘covertly’
to D, but appearing to the right of adjectives in surface sentences.

2It is worth noting that in the languages just mentioned, determiners appear to contribute syntactically
to their host clause as well as to nominal constructions, which perhaps places them outside the scope of a
basic account of DP-internal syntax.
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The basic proposal in DRT is that the semantic content of a sentence should be modelled
not as an independent proposition, but as a contribution to a representation called ‘the
discourse’, which grows and evolves as succcessive sentences are interpreted. The discourse
is formalised as a discourse representation structure (DRS), which consists of a set
of referents, which denote objects in the world, and a set of conditions, which specify
facts about these objects. A DRS is represented diagrammatically as a box, with one
compartment for referents and one for conditions, as shown in Figure 10.5.

referents

conditions

Figure 10.5: A discourse representation structure (DRS)

In DRT, sentences can introduce new referents into the discourse, but can also refer
to referents already introduced. These functions are carried out by different types of DP.
Indefinite DPs (e.g. a dog) introduce new referents, while definite DPs (e.g. the
dog) refer back to existing ones. To take an example, consider the following two-sentence
discourse:

(10.16) A dog came in. The dog sat down.

Before the discourse is interpreted, we begin with an empty working DRS, as depicted
in Figure 10.6(a). Interpreting the first sentence (A dog came in) using this working DRS

X1X1

dog(X1)

came−in(X1)

dog(X1)

came−in(X1)

sat−down(X1)

(a) (b) (c)

Figure 10.6: A series of updates to the ‘working DRS’ as Example 10.16 is interpreted

results in the DRS shown in Figure 10.6(b), containing a single referent (X1), and two
propositions about this referent. The first proposition, dog(X1), is contributed by the
indefinite DP a dog. The second, came-in(X1), is contributed by the sentence. The DRS
in Figure 10.6(b) now becomes the new working DRS, in which the second sentence (The
dog sat down) is interpreted. This sentence does not introduce any new referents itself:
instead, its definite DP the dog ‘picks out’ a referent introduced by the previous sentence.
This is a referent which is already present in the current working DRS (Figure 10.6(b)).
This form of reference is termed presupposition: the definite DP the dog requires there
to be a dog in the current working DRS. (More precisely, it requires there to be exactly one
referent X in this DRS of which dog(X) is predicated.) If such an object is not found, the
sentence containing this DP simply cannot be interpreted—at least, not without additional
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work. If it is found, as in our example discourse, the property asserted by the sentence is
predicated of the retrieved object, resulting in the DRS in Figure 10.6(c).

In DRT, there are various different ways in which nominal expressions can obtain refer-
ents. Indefinite DPs create new referents; definite DPs presuppose referents with particular
properties. Notice that the element in a DP which indicates how the referent is obtained
is the determiner (in the above example a or the), not the noun. The determiner is what
specifies the ‘structure’ of the semantics of a DP; the noun just fills a slot in this structure.
If we want the syntactic contribution of words to mirror their semantic contribution, it
makes sense to see determiners creating syntactic positions for nouns, rather than vice
versa. In other words, we prefer to analyse referential nominals as DPs introducing NPs
(as in Figure 10.2(b)) rather than as simple NPs (as in Figure 10.2(a)). The DP hypothesis
is a natural fit for DRT’s account of reference.

The notion of a referent is also employed in DRT’s account of quantification. A quan-
tifying DP like every man introduces a referent too—but it is a referent which is ‘bound’
by a quantifier, rather than free in the discourse. The notion of quantifiers introducing
bound variables is familiar from first-order logic. For instance, the sentence Every man
walks would be expressed in first-order logic as ∀x[man(x)→walks(x)]; the variable x is
introduced by the quantifier ∀, and the uses of this variable within the square brackets
are understood as being ‘within the scope’ of this quantifier. In DRT, a similar notion
of bound variables is used to represent quantified propositions, with the innovation that
these variables are structurally similar to discourse referents: they can be referred back to
presuppositionally, in certain specified contexts. We will discuss DRT’s model of quantifi-
cation in Chapter 11. The important point to note for the moment is that even in quantified
DPs, it is the determiner (e.g. all, most) which introduces the (‘bound’) referent.

10.3 An initial sensorimotor interpretation of refer-

ential DPs

In this section, I will propose a simple sensorimotor interpretation of DP syntax. As already
mentioned, I will focus on referential DPs in this chapter. The idea I want to propose is
that the syntactic structure of a DP which refers to a concrete object can be read as a
description of the processes involved in perceiving that object.

The model of visual object perception presented in Chapter 2 can already serve as the
basis for a simple sensorimotor interpretation of DPs. To recap from Chapter 2: there is a
distinction between an attentional system, which represents regions of interest in the visual
field, and an object classification system, which determines the type of objects presented
to it.3 In Section 2.4 I proposed that the attentional system computes a ‘saliency map’,
principally in the lateral intraparietal cortex (LIP) and frontal eye fields (FEF). The most
salient region in the saliency map functions to gate the input to the classification system

3Maybe refer to Kravitz et al. (2008) who questions whether object classification really is invariant to
retinal location. . .
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in inferotemporal cortex (IT), so that it only classifies a single region (or perhaps a small
number of regions) at any given time. The interaction between the visual pathways for
attention and object classification is shown in Figure 10.7, reproduced from Section 2.4.3.

simple visual feature

maps (V1)

dog cat cup

retina

object categorisation system (IT)

saliency map / winner−take−all

system (LIP / FEF)

modulation: only visual features from the most

salient region enter the object categorisation system

most salient region

Figure 10.7: The visual pathways for attention and object classification

Recall that the dependence of object classification on attention imposes an ordering
constraint on object perception, which was stated as Ordering Constraint 1: a salient
region must be selected in the saliency map before the classifier can deliver a category.
So according to this model, perceiving an object involves a short sequence of processes:
first a region in the saliency map is selected, and then the object occupying that region is
classified.

Taking this basic model of object perception as a starting point, I will propose an initial
sensorimotor interpretation of the syntax of referential DPs, which adds to the proposals
about clause syntax made in Chapter 5.

Principle 10 The LF of a referential DP denoting a concrete object is a description
of the processes involved in perceiving that object.

Before I motivate this proposal in detail, it is important to note that it makes some intuitive
sense: if a linguistic signal is understood as evoking the kind of perceptual routine through
which objects are established in the actual world, it is possible to see how the signal can
‘refer’ to an object. (Note that the proposal does not say that referential DPs directly
describe objects: rather they describe the cognitive processes through which objects are
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established. This level of indirection will prove useful when generalising the interpretation
of DPs to non-referential cases.) But of course a detailed justification of the proposal
must make reference to the details of a syntactic model of DPs and of a model of object
perception.

I begin by noting a point which has often been noted before: the decomposition of
information in a referential DP seems to mirror the way information is decomposed in object
perception. In the syntactic account of DPs just given, the determiner (D) contributes a
referent to the discourse, and the noun (N) predicates a type of this referent. These two
functions correspond quite naturally to the two components of the perceptual model. Given
this parallel, it is quite natural to hypothesise that the determiner describes the operation
of selecting a salient region in the saliency map, and the noun describes the operation of
activating a type in the object classification system. This is what I will argue.

Principle 11 At LF, the DP projection of a concrete referential DP describes the
selection of a salient region in the saliency map, while the NP projection describes
the activation of a type in the object categorisation system.

As I just mentioned, the suggestion that the architecture of the object categorisation sys-
tem has reflections in language is not new. For instance, Hurford (2003) argues that the
‘predicate-argument’ form of the semantic representations which are delivered by language
reflects the fact that the perceptual system is decomposed into an attentional system for
identifying referents and a classification system for computing their properties. However,
Hurford stops short of claiming that the organisation of the perceptual system has reflec-
tions in the syntax of language. In Principles 10 and 11 I take this extra step, and interpret
elements of syntactic structure as descriptions of perceptual operations.

I suggest that that the extra step is justified becuse the internal syntactic structure of
a DP can be very neatly interpreted as a description of processing in the object perception
model, given the sensorimotor interpretation of syntax proposed in Chapter 5. As dis-
cussed in Section 10.2, the LF of a referential DP consists of a right-branching structure of
two XPs: a DP followed by an NP. In Chapter 5 I made the general proposal that a right-
branching structure of XPs describes a sequence of sensorimotor operations (Principle 3).
In our model of object perception, perceiving an object does indeed involve a sequence of
operations: we must first activate a region in the saliency map, and then activate a type
in the classification system (Ordering Constraint 1). If we assume the sensorimotor deno-
tations of DP and NP just proposed in Principle 11, then their right-branching syntactic
arrangement with NP as a complement of DP is exactly what is predicted from our model
of object perception and our general sensorimotor interpretation of LF structures.

This is quite a striking result. What we have are two completely separate ways of ar-
riving at the ‘DP hypothesis’—the proposal that DPs introduce NPs as complements. One
route is via purely syntactic argumentation: the argumentation reviewed in Section 10.2.
The other is via a model of object perception (which has nothing to do with syntax at all,
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but is well motivated in its own right), and a general sensorimotor interpretation of LF
syntax (which so far has only been substantiated for a particular kind of transitive clause).
The fact that this general sensorimotor interpretation of LF does useful work in another
area of syntax can be thought of as a piece of evidence in its favour. It certainly suggests
that it is worth looking for reflexes of the perceptual system in the syntax of DPs, as well
as just in their predicate-argument semantics.

To sum up so far: there is some suggestion that the LF structure of a (referential)
DP can be understood as a description or trace of the processes involved in perceiving an
object. However, the stories I have told so far about object perception and about DPs
are both rather simple. Both perceptual and syntactic models need to be extended in
many ways. In the remainder of this chapter, I will discuss a number of extensions of each
model. The question, of course, is whether these extensions allow the above neat perceptual
interpretation of DP syntax to be maintained—i.e. whether the more elaborate structure
of a DP in the extended syntactic model can still be given a perceptual interpretation
within the extended perceptual model. I will argue that they can.

10.4 An extended model of DP syntax: the NumP

projection

As discussed in Section 10.2, the DP hypothesis highlights some interesting structural
similarities between noun phrases and full clauses. In a clause, the key lexical projection
(VP) is introduced by a pair of functional projections (IP and AgrP). According to the DP
hypothesis, the lexical projection NP is also introduced by a functional projection—namely
DP. In a clause, the head of VP can raise to the head of higher functional projections.
According to the DP hypothesis, the head of NP can raise in the same kind of way. In this
section, I will outline an argument that there is a second functional projection in the DP,
whose head contributes information about ‘grammatical number’—i.e. singular or plural.
This argument gives DPs a slightly more complex structure, and makes their structural
resemblence to clauses even stronger. The new functional projection is called NumP; its
role is to contribute the grammatical number of a nominal construction. NumP sits in
between DP and NP, in the way that AgrP sits in between IP and VP in a clause. The
NumP hytpothesis was originally proposed by Ritter (1991), in an extension of her account
of DP given in Section 10.2.2. I will summarise her original argument below. But before
I do, I will sketch an argument for NumP which is based on a model of DP structure by
Zamparelli (2000).4

4Zamparelli’s terminology for nominal projections is a little different. He calls DP ‘SDP’ and NumP
‘PDP’. He also introduces another intermediary projection in between NumP and NP called ‘KIP’, which
is used to deal with phenomena we will not consider here.
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10.4.1 NumP: a projection introducing grammatical number

Zamparelli’s model of DP structure focusses on the role of DPs in two types of clause
which we have not yet considered. One of these is a predicative clause. Two examples of
predicative clauses are given below.

(10.17) This dog is big.

(10.18) This dog is a collie.

A predicative clause predicates a property of an individual. The property can be denoted
by an adjective, as in Example 10.17; but it can also be denoted by a nominal construction,
as in Example 10.18. In this example, the nominal phrase a collie behaves very much like
an adjective: it contributes a property, which the predicative construction applies to the
subject. Such nominals are called predicate nominals.

Note that a predicate nominal does not introduce a referent. There is only one referent
in Example 10.18, and that is contributed by the subject. If the semantic function of
a DP projection is to introduce a referent, as argued in Section 10.2.3, then predicate
nominals should not contain DP projections at all. At the same time, predicate nominals
certainly can have a determiner—as in our example a collie. If definite determiners head
their own XPs, then it seems reasonable to assume that indefinite determiners do too.
Zamparelli proposes that a predicate nominal is a different type of determiner phrase,
suited for introducing indefinite determiners, as illustrated in Figure 10.8.

NP

N’

XP

X’

X

a

N

collie

Figure 10.8: Zamparelli’s analysis of a predicate nominal construction

Another place where the idea of non-referential nominals finds application is in an
account of existential sentences such as the following:

(10.19) There is a dog in my garden.

There is a well-known similarity between predicate nominals and the nominals introduced
in existential sentences. One interesting point of similarity is that there are restrictions on
the types of determiner which can be used in both these nominal constructions, and—to
a first approximation—the subsets of determiners are the same. The indefinite determiner
a can be used in both existentials and predicate nominals, as already shown. So can the
plural indefinite determiner some, as shown below:
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(10.20) These dogs are some beauties.

(10.21) There are some dogs in my garden.

So can ‘cardinal’ determiners indicating particular numbers:

(10.22) These dogs are two real beauties.

(10.23) There are ten dogs in my garden.

On the other hand, definite determiners cannot be used:

(10.24) ?This dog is the collie.

(10.25) ?There is the dog in my garden.

(Example 10.24 is not ill-formed, but it cannot be interpreted as predicating a property of
the dog. Instead it functions to state that two separate referential DPs happen to co-refer.
Example 10.25 is also not ill-formed, but it cannot be read as an existential introducing a
new referent: the whole point about the is that its referent is presupposed.) The class of
determiners which can appear in existential sentences are termed weak; those that cannot
are termed strong (Milsark, 1974). Semantically, weak determiners are assumed not to
contribute referents (see e.g. Diesing, 1992). Zamparelli supports this semantic analysis
with a syntactic proposal: that strong determiners are introduced by a DP, while weak ones
are introduced by a different type of determiner phrase, specialised for weak determiners.

What semantic role does a weak determiner phrase play? One thing to note is that
while weak determiners do not contribute referents, they do contain information about
grammatical number. Predicate nominals can be singular or plural, and existential sen-
tences can introduce singular or plural nouns, as the examples above show. In English,
this information is signalled as an inflection on the noun, as well as by the weak deter-
miner. Zamparelli proposes that the weak determiner phrase is the projection where this
information is introduced. Accordingly, we can name this projection ‘NumP’.5 To explain
how the information is signalled in an inflection on the noun, we can once again assume
some form of head movement—for instance, that the noun is generated together with its
number inflection, and then raises covertly to the head of NumP to check this inflection.

Of course, ‘strong’ DPs contain number information too. The English defninite de-
terminer the happens not to distinguish between singular and plural, but the noun it
introduces can be either singular or plural. And in other languages, different definite
determiners are required for singular and plural—e.g. French le (‘the-singular’) and les
(‘the-plural’). Zamparelli proposes that a strong DP takes a NumP as a complement,
which in turn takes an NP complement, as shown in Figure 10.9. N contributes a type (in
Figure 10.9, ‘dog’). Num contributes number information (in the figure, singular). And D
contributes a referent (in the figure, a presupposed one).

An additional proposal in Zamparelli’s model is prompted by the observation that in
some contexts, a nominal introduced by an indefinite determiner can function referentially.
Some examples are given below:

5Again, the terminology is Ritter’s, not Zamparelli’s, but the idea is the same.
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NumP
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DP
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Num
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man

Figure 10.9: Zamparelli’s analysis of a strong DP

(10.26) A dog came in.

(10.27) Mary gave me a dog for Christmas.

We have to assume the presence of a DP in these referential nominals, as well as of NumP
and NP. Zamparelli proposes that the indefinite determiner generated at the head of NumP
must raise to the head of DP in order to sanction this otherwise empty position. This
type of movement is motivated by the same considerations as Longobardi’s movement of
Italian nouns to empty determiner positions. The movement Zamparelli proposes is of a
determiner, not of a noun. But it is nonetheless a form of head movement, in which a head
in a nominal construction raises to a higher determiner position.

10.4.2 Ritter’s argument for NumP

While Zamparelli’s argument for the NumP projection combines syntax and semantics, Rit-
ter’s argument is mostly syntactic: it is a development of her analysis of possessive nominals
in Hebrew. As well as the construct state possessive form discussed in Section 10.2.2 (see
Example 10.28), there is a free genitive possessive form, which is illustrated in Exam-
ple 10.29.

(10.28)
ahavat dan et acmo
love Dan ACC himself
‘Dan’s love of himself’

(10.29)
ha-ahava sel dan et acmo
the-love of Dan ACC himself
‘Dan’s love of himself’

The free genitive differs from the construct state in two ways: firstly, there is an overt
definite determiner ha- (realised as a clitic on the head noun ahava); secondly, there is
an overt genitive case marker sel introducing the ‘subject-like’ element (just as the overt
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case-marker et introduces the object-like element). Note that the free genitive preserves
the characteristic ‘noun subject object’ order of the construct state. Ritter argues that the
subject and object elements in the free genitive appear at the specifier and complement
of an NP, just as in the construct state. (And for similar reasons: the object can be a
reflexive pronoun whose antecedent is the subject.) The head noun must originate at the
head of this NP to assign subject and object roles, but must again raise to a higher head
position. However, in the free genitive it cannot raise to the head of DP, because there is
already an explicit (definite) determiner. Ritter therefore postulates an intermediate XP
in between DP and NP, which is the landing site for movement. The obligatory appearance
of the overt genitive case-marker sel is support for this analysis. (Recall that in Ritter’s
account of the construct state, the empty D is what assigns genitive case to the subject.
If D is occupied by a determiner, an overt case-marker is needed to identify the subject as
the possessor.)

As in Zamparelli’s account, the precise role of the newly posited intermediate XP is es-
tablished through a somewhat separate argument. Ritter also argues that the intermediate
XP conveys grammatical number information. The argument here is quite simple. Hebrew
Ns can have suffixes signalling number; for instance -im signals plural for masculine nouns.
The suffix on a noun must either be provided in the lexicon, as part of its lexical entry, or
it must be contributed independently—which in the GB/Minimalist paradigm requires a
separate functional head. If the suffix combines in an idiosyncratic way with the N, then
it is likely to originate as part of its lexical entry. But if it combines productively with
the N, it is likely to be contributed compositionally, by a separate element. Ritter’s main
concern is to demonstrate that number suffixes do indeed contribute productively with N
(while another type of suffix indicating gender does not). In a way, once we accept the
GB/Minimalist idea that semantically productive inflections are contributed by their own
functional heads, the existence of a NumP projection follows quite trivially. Seen in this
light, the main contribution of Ritter and Zamparelli’s arguments is to bolster the case for
inflections originating at separate functional heads.

10.4.3 Grammatical number features

As an addendum to the above discussion of the NumP projection, I should note that there
is an important difference between grammatical number features and actual numbers, of the
kind which are denoted by ‘numerical’ determiners (e.g. one, five, ten). Number features
are signalled syntactically, by a closed-class set of words or inflections. The head of NumP
is assumed to contribute a particular number feature. Syntactically, the determiner which
sits at this head must agree with this feature. But it could conceivably supply additional
cardinality information of its own. For instance, the determiner ten is syntactically plural,
and therefore can appear at a NumP head introducing the plural feature, which ‘checks’
plural morphology on its complement noun. The fact that the determiner also denotes a
specific cardinality is a matter of its lexical semantics, rather than its syntactic type.

How much number information do grammatical number features provide? In English,
number features distinguish between singular and plural; i.e. between one object and
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groups of more than one object. In several other languages a slightly finer-grained dis-
tinction is made, between singular, dual and plural. A dual number feature is found in
Arabic, and also several Polynesian languages (e.g. Tongan, Māori); see Veselinova (2008)
for more data. There are a few languages which appear to have a number feature signalling
‘exactly three’, but these are quite rare. The basic number distinctions found in the syntax
of natural languages are between one, two and ‘more than two’.

10.5 A model of the perception of individual objects

and groups

Is there anything in the sensorimotor system which corresponds to the NumP projection?
I will argue that there is. In this section I outline a more detailed model of attention
to and categorisation of objects which provides the background for this argument. The
refined model covers the perception of groups of objects as well as of individual objects.
The model was originally presented in Walles et al. (2008) and Walles et al. (2010); see
these papers for details about the implementation.

10.5.1 Group classification in the inferotemporal cortex

If objects in the visual field are of different types, then they must probably be attended to
and categorised one at a time. But in the special case where several objects are reasonably
close together, and are all of the same type—for instance, a group of trees in a field or
a group of cups on a table—observers can attend to a group of objects as a group, and
classify them as a group. I will refer to such groups as homogeneous groups. In language,
it is easy to refer to a homogeneous group of objects: this is done with a plural common
noun. The stem of the noun (e.g. tree, cup) identifies the common type which the objects
share. The plural number morphology (-s in English) indicates that we are dealing with
a group rather than with an individual. Of course, not all plural common nouns denote
visually perceivable groups of objects. But I will begin by considering how homogeneous
groups of concrete, visible objects are perceived.

It has been known for a long time that homogeneous groups of objects can be perceived
collectively. This fact was a particular concern for the Gestalt psychologists of the early
20th century. These psychologists investigated what properties lead a group of objects to
be identified and as a single ‘figure’; they identified ‘proximity’ and ‘similarity’ as two im-
portant properties (see e.g. Koffka, 1935/2001). In modern perceptual psychology, parallel
perception of groups falls partly under the topic of ‘visual search’, and also partly under
‘texture perception’. In visual search, it is known that locating a target object in a field of
homogeneous distractors is only marginally dependent on the number of distractors (Dun-
can and Humphreys, 1989). On the assumption that the distractors must be categorised
in order to establish that they are not the target, this result shows that a homogeneous
group of objects can be categorised in parallel, regardless of how many objects it contains.
Our ability to recognise and segregate visual textures is also in part an ability to perceive
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homogeneous groups. A texture is a visual region in which each point has the same charac-
teristic visual structure (see Landy, 2001 for a good introduction). We can often recognise
substances by their textures: for instance, sand or grass have characteristic textures. In
some cases, the repeated elements of visual structure can also be categorised as objects
(e.g. a grain of sand or a blade of grass), so we expect the boundary between categorising
textures and categorising homogeneous groups of objects to be somewhat blurred. This
does seem to be the case in the visual system: while there appear to be encodings of tex-
tures in relatively early visual areas (e.g. V4, Arcizet et al., 2008), there is also evidence
that IT represents natural textures as well as discrete object categories (Köteles et al.,
2008). But for the moment I will focus on groups whose homogeneous elements are also
clearly objects in their own right.

How are homogeneous groups of objects categorised in parallel? While normal object
categorisation happens in inferotemporal cortex (IT), there is some interesting evidence
that the output of IT is relatively insensitive to the number of objects being categorised.6

Nieder and Miller (2004) presented monkeys with homogeneous groups of 1-5 objects.
The groups varied in cardinality, but also in configuration and retinal position; monkeys
performed a task in which the cardinality of groups was the important property. During
this task, neurons were recorded from several areas, including anterior IT. While many IT
neurons were found to be sensitive to particular configurations of groups, very few were
found which encoded cardinality independently of configuration. In another interesting
study, Zoccolan et al. (2005) found that the response of an IT cell to multiple objects
of different types approximated the average of its response to the individual objects by
themselves. If IT cells which have this ‘averaging’ response function also abstract over
spatial location, they will be insensitive to the difference between one object of a given type
and multiple objects of that same type: in other words, they will be ‘blind’ to the cardinality
of a homogeneous group of objects. In summary, our ability to categorise homogeneous
groups of objects in parallel is likely due in large part to spatial abstraction mechanisms
within IT. Moreover, the populations of IT cells which can categorise homogeneous groups
of objects are probably blind to the cardinality of such groups, responding the same way
to one object of a given type and to multiple objects of that type.

Walles et al. (2008) built a model of the IT object classifier in which cardinality-
invariance emerged as a side-effect of spatial abstraction mechanisms. The model was
a convolutional neural network, similar to others developed previously (e.g. Le Cun et
al., 1992; Mozer and Sitton, 1996), in which layers of units combining visual features
alternate with layers abstracting over local regions of space. After training with regular
back-propagation, the output units were able to recognise simple shapes, regardless of their
spatial location. The interesting thing was that output units were also relatively insensitive
to the cardinality of a homogeneous group of shapes. For instance, an output unit which
responded well to a single X responded equally well to a group of several Xs, as shown in
Figure 10.10. On the other hand, the trained system did not respond well to heterogeneous
groups, which tended to be classified as ‘unknown’ (see again Figure 10.10). These results

6Maybe mention the work of Alvarez (2011) on averaging groups here?
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Category: "X" Category: "X" Category: "unknown"

Figure 10.10: Response of Walles et al.’s classifier to a single X, a group of Xs and a
heterogeneous group

suggest that cardinality blindness might be a natural property of any classifier which is
insensitive to the spatial location of objects.

Ecologically, group classification seems to make sense: it is much more efficient to
classify a homogeneous group of objects in parallel than individually. Often, the type of
object present is behaviourally more important than the cardinality; for instance, a single
wolf and a pack of wolves probably require selection of the same basic ‘fight-or-flight’
response. However, if we revise the role of IT to include the classification of homogeneous
groups, we must also revise our model of the attentional visual pathways which run parallel
to IT, to specify how they support IT in this role. Attention helps select the input to the
IT classifier, and it also helps interpret its output. On the input side, if IT classifies
homogeneous groups, then attention must be able to select homogeneous groups as salient
regions for categorisation by IT, as well as single objects. On the output side, if IT
is relatively insensitive to the cardinality of homogeneous groups, there must be some
other visual system which delivers cardinality information separately—since observers can
undoubtedly tell the difference between a single X and a group of Xs. In the remainder of
this section I will begin by reviewing what is known about neural representations of number.
Interestingly, representations of number appear to be computed within the attentional
system. I will then introduce a revised model of the attentional system presented in Walles
et al. (2010) which can select groups as well as individual objects, and which can distinguish
between singular objects and plural groups.

10.5.2 Neural representations of number

There has been a great deal of research into cognitive representations of number, and the
neural mechanisms which implement these. The consensus is that there are two distinct
mechanisms for representing number (see Feigenson et al., 2004 for a review).7 One mech-
anism computes an approximate representation of the cardinality of a set of objects, called
a numerosity representation. The defining feature of a numerosity representation is that
it supports ratio-based distinctions between cardinalities, allowing two sets to be distin-

7Naturally I am only thinking about ‘pre-mathematical’ representations of number, which do not need
to be taught. Mature mathematical representations of numbers, such as the concept of an ‘integer’,
supervene on these in ways I will not consider.
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guished if the ratio between their cardinalities is sufficiently large. The ratio threshold for
a noticeable difference changes with age: for instance, 6-month-old infants can distinguish
between 8 and 16 objects, but not between 8 and 12 objects (Xu and Spelke, 2000), while
10-month-olds can distinguish this latter ratio, and adults can distinguish even smaller
ratios, on the order of 7:8 (Barth et al., 2003). Importantly, the numerosity system does
not seem to work on very small sets, with less than around 4 numbers. An altogether
different mechanism appears to compute the cardinality of these small sets. In this mech-
anism, the numbers 1, 2, 3 and 4 are represented as independent entities, which can all be
distinguished from each other. This system is often referred to as the parallel individ-
uation system. There are several experiments which demonstrate dissociations between
these number systems. For instance, Starkey and Cooper (1980) found that 2-4-month-old
infants can distinguish between 2 and 3 objects, but not between 4 and 6 objects, even
though the ratio of these larger numbers is the same. Other experiments suggest that the
two number mechanisms have separate interfaces to action and/or decision systems, which
develop at different rates. For instance, Feigenson et al. (2002) presented 10-month-olds
with choices between sets of crackers of different cardinalities. When cardinalities were
in the range 1–3 (e.g. 1 vs 2 or 2 vs 3), infants reliably chose the larger quantity. But
when comparisons involved larger numbers (e.g. 2 vs 4 or 3 vs 6), infants chose at random,
even though the ratios were identical—and even though they can already distinguish these
ratios at this age.

Evidence for these two basic number systems has also been found in non-human pri-
mates. For instance, Feigenson et al.’s study is actually a replication of a study of monkeys
with similar results (Hauser et al., 2000). The neural basis for the numerosity system in
monkeys is becoming quite well understood. I have already mentioned Nieder et al.’s
(2004) study of cardinality representations in monkeys (see Section 10.5.1). Recall that
in this study, monkeys were presented with small groups of objects of different sizes and
‘global’ configurations, and performed a cardinality-matching task. There were not many
cells in IT which responded to a group of a particular size irrespective of its configura-
tion (i.e. global shape). However, in other brain areas, high proportions of cells of this
kind were found. They were particularly common in the intraparietal sulcus—an area very
much involved in the attentional system, as discussed in Section 2.4. These cells appeared
to respond to groups of specific cardinalities, regardless of their global or local form.8 A
similar result has been found in humans using an fMRI habituation paradigm (Piazza et
al., 2004). The neural basis for the parallel individuation system for small numbers is less
well understood. It probably also has a basis in visual attention. There have been several
attempts to relate it to a system which tracks small numbers of moving objects in parallel,
maintaining separate representations of these objects (see e.g. Trick and Pylyshyn, 1994).
I will defer discussion of this system until Chapter 11.

Of course, what we are mainly interested in is a system which represents grammatical
number, which as mentioned in Section 10.4.3 draws a distinction between singular (indi-

8In fact, the highest proportion of cardinality-sensitive cells was in prefrontal cortex—a fact which we
will return to in Section ??.
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viduals), dual (pairs of individuals) and plural (groups of two or more individuals). What
is the mechanism which classifies a visual stimulus into these categories? There are some
interesting recent results which bear on this question. For one thing, humans are not the
only animals capable of distinguishing between singular and plural: Barner et al. (2008)
have conducted experiments which suggest that monkeys are capable of making a discrete
distinction between these two categories. This suggests that the grammatical singular-
plural distinction may have its origin in a prelinguistic system. It has also been found
that infants are able to distinguish between singular and plural sets in manual search tasks
before they learn to interpret singular and plural morphological features in language (Li et
al., 2009). This again suggests that the singular-plural distinction is not just a feature of
language, but part of a more basic prelinguistic representational system. Finally, Carreiras
et al. recently conducted a study investigating fMRI responses to noun phrases containing
violations of grammatical number (e.g. a dogs).9 They found that these stimuli caused
particular activation in the right intraparietal sulcus, the spatial/attentional area which
is involved in computing numerosity according to the review above. This study suggests
that the prelinguistic number representations which support the linguistic singular-plural
distinction may be representations in the parietal system.

Exactly what these number representations are is still quite an open question. Numeros-
ity by itself does not seem appropriate, since it cannot represent the concept ‘singular’.
Parallel individuation is also insufficient by itself, because it cannot represent arbitrarily
large numbers. In the next two sections I will introduce a revised model of visual atten-
tion, which contains a new proposal about the attentional mechanisms responsible for the
singular-plural distinction. In Section 10.5.3 I describe a visual attentional mechanism
which can select groups as well as objects. In Section 10.5.4 I describe how this mechanism
can interact with the group classification mechanism described in Section 10.5.1 to deliver
discrete representations of singular and plural.

10.5.3 A revised model of the attentional system, with selection
of homogeneous groups

The idea that attention can select homogeneous regions as well as single objects is well
established as an empirical fact: as already noted, similarity is one of the Gestalt principles
which group visual stimuli together into a single ‘figure’. In this section I will summarise
a simple model of the role of similarity in selecting salient regions, developed by Walles et
al. (2010).

Walles et al.’s model is a modification of the saliency map of Itti and Koch (2000).
As outlined in Section 2.4, Itti and Koch’s saliency map is computed from a set of simple
visual feature maps, which model the information extracted from the retina in visual areas
V1-V4. A salient region is defined as a region of high ‘local contrast’ in one or more

9The actual NP stimuli were in Spanish, and the subjects were mature Spanish speakers. The selected
nouns had irregular plural morphology, to ensure that the activation was due to ‘processing’ of number
information rather than to unusual surface forms.
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feature maps: in other words, as a region whose features differ sharply from the features
of neighbouring regions. On the face of it, it seems difficult to extend this definition of
salience to include regions with ‘high homogeneity’, because homogeneity is exactly the
opposite of local contrast. (If two neighbouring regions have high local contrast, then
surely they have low homogeneity, and vice versa!) However, Walles et al. suggest that
the apparent incompatibilities between homogeneity and local contrast as cues to salience
can be reconciled if they are assumed to apply at different spatial scales. Recall that
feature maps parse the retina at a range of spatial scales: there are fine-grained maps,
identifying high-frequency features, and coarser-grained maps, identifying lower-frequency
features. In Walles et al.’s model, a salient region is one which shows high homogeneity at
a relatively fine spatial scale (indicating that its texture elements are homogeneous), but
contrasts with its surroundings at a coarser spatial scale. The argument turns on the fact
that the ‘neighbourhood’ of a region picks out different things at different spatial scales.
If you pick your scales correctly, then at a fine-grained scale, the neighbours of a point in
a given region are (mostly) in that same region, while at a coarser scale, they will mostly
be outside the region.

The independent contributions of homogeneity and local contrast to salience in Walles
et al.’s model are shown schematically in Figure 10.11. The region in Figure 10.11(a) is

(a) (b) (c)

Figure 10.11: Homogenity and local contrast as independent cues to salience

‘optimally’ salient, because it contrasts from its background at a low spatial frequency, but
is also homogeneous at a higher frequency. The regions in Figures 10.11(b) and (c) are
somewhat less salient: the region in (b) has low-frequency contrast, but is heterogeneous
at the higher frequency, while that in (c) is homogeneous at the higher frequency, but lacks
low-frequency contrast.

10.5.4 An attentional model of the singular/plural distinction

Walles et al. (2010) combine their model of attention with a cardinality-blind classifier.
The attentional model is involved in selecting salient regions as input to the classifier: it
can deliver regions containing single objects, but also regions containing several objects, if
they meet the homogeneity / local contrast criteria just described. However, the attentional
system also supplements the output of the classifier, by providing some simple cardinality
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information, namely a distinction between singular and plural objects. In this section, I
will describe how the attentional system provides this information.

One important point about the classifier is that it can operate at two different spatial
frequencies, just as the saliency map does. Its inputs are the same maps of visual features as
the saliency map uses, so it can work with both high-frequency features and low-frequency
features. During training, the classifier is presented with each shape at two different
sizes. It learns to use high-frequency feature maps to classify small shapes, and lower-
frequency maps to classify larger ones, and thereby achieves ‘scale-invariance’ as well as
location invariance, as illustrated in Figure 10.12. This treatment of scale-invariance is

Category: "X" Category: "X"

Figure 10.12: Scale-invariance of Walles et al.’s classifier

quite standard in models of classification (see e.g. Riesenhuber and Poggio, 1999).
The new idea in Walles et al.’s model is that the attentional system selects not only

which regions of space the classifier operates on, but also which spatial scale it should use
as input. Selecting a ‘classification scale’ consists in enabling a set of feature maps of a
particular frequency: the only features which enter the classifier are those from the selected
maps, at the selected retinal location.

Initially, the selected classification scale is a function of the size of the selected region.
Walles et al. assume that for a region of a given size, there is a default classification
scale, which is the scale most suited for recognising the primitive components of the shape
of an object occupying that region. The idea is illustrated in Figure 10.13. It is obvious

currently

selected

region:

classification scale too large

DEFAULT CLASSIFICATION SCALE

classification scale too small

Figure 10.13: The idea of a ‘default classification scale’

that very large visual features are not able to identify interesting elements of the form of
the object, and the same is true for very small features. The default classification scale
need not pick out exactly one spatial frequency, but it should pick out some fairly narrow
range of frequencies to use as input to the classifier.10

10It is possible that the dimensions of the salient region may select different frequencies for different
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Walles et al.’s attentional system identifies the size of the currently selected region,
and enables a set of feature maps of the appropriate scale, as shown in Figure 10.14. In

most salient

region

size of most

salient region

dog cat cup

retina

object categorisation system (IT)

saliency map

(LIP / FEF)

gate

large scale feature maps

’large’

’small’

Figure 10.14: Spatial attention and scale attention. The size of the most salient region
determines a default classification scale

this system, after the classifier has been presented with the selected region at the default
classification scale, there are two possible attentional operations. One is, as usual, to
choose a new spatial location to attend to (via inhibition-of-return in the saliency map;
see Section 2.4.5). The other is to choose a new classification scale at which to analyse the
current location, without shifting location. The idea here is that there is a special attentional
operation which permits a reanalysis of the currently attended location, using primitive
features of a different spatial frequency. The new classification scale must obviously be
finer than the default one, because primitive features at the coarser scale will be too big to
exist in interesting combinations within the selected location. The question is: what can
the classifier find at a classification scale finer than the default scale? We argue that at
this scale it is optimally configured for group classification. The finer classification scale is
too fine to detect the component features of a single object occupying the selected region.
But if the region happens to contain a group of objects, it will be well suited for detecting
the component features of individual objects in this group. And if all the objects are of the
same type, the classifier will be able to identify this type through the group classification
mechanism discussed in Section 10.5.1. In Walles et al.’s system, if a region contains a
group of objects, it is quite likely that they are of the same type, because the attentional
mechanism is predisposed to treat homogeneous groups as salient, as just discussed in

orientations of visual feature. For instance, to classify a tall thin shape, we may want to select horizontally
oriented and vertically oriented features of different grain sizes.
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Section 10.5.3.11 The appropriateness of a finer-than-default classification scale for group
classification is illustrated in Figure 10.15. The scale which was too fine for identifying

currently

selected

region:

default classification scale:

CURRENTLY SELECTED CLASSIFICATION SCALE:

output of classifier: CUP

Figure 10.15: Group classification using a classification scale finer than the default scale

the primitive features of an individual cup occupying the region (c.f. Figure 10.13) is
well-suited for classifying the primitive features of the individual cups in a group of cups
occupying the region.

Note that in Walles et al.’s system, the configuration of the attentional mechanism
when the classifier returns a positive result provides information about the cardinality of
the classified object. If the classifier is operating at the default classification scale, there is
a single object of the type it has identified. If it is operating at a finer scale, there is a group
of objects of this type. Because adjacent spatial frequency channels are around an octave
apart (see e.g. Wilson and Bergen, 1979), it is not normally possible to obtain precise
information about the cardinality of a classified group. It may be that the immediately
higher classification scale is optimal for classifying exactly two objects, but aside from
this, the only information that can be read from the setting of the classification scale is a
distinction between one object and many objects. In summary, Walles et al.’s attentional
model naturally divides categorised visual stimuli into singular, dual and plural.

Walles et al.’s model of classification is supported by several lines of evidence. The idea
of a default classification scale is supported by a well-known attentional phenomenon called
global dominance (Navon, 1977). The phenomenon relates to stimuli such as that shown
in Figure 10.16, in which a large shape of one type is formed from a homogeneous group
of smaller shapes of a different type. (In this case, the stimulus is a T made up of Xs.)

Figure 10.16: Example of a ‘Navon’ stimulus: a ‘T’ made up of ‘X’s

In the classic experiment, subjects watch a series of such stimuli, pressing a button when

11In fact, attention can also select heterogeneous groups, if they have sufficiently high local contrast. If
this happens, the classifier will not be able to identify a type at the finer-grained classification scale. In
this scenario, Walles et al.’s system attends to each object in the group in turn, using a hierarchical notion
of saliency maps which will be explained in Section 10.8.3.1.
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a particular shape appears at a particular spatial frequency. Subjects looking for a high-
frequency shape tend to be distracted by the target shape appearing at a low frequency,
but subjects looking for a low-frequency shape tend to be able to ignore the target shape
appearing at a high frequency. Navon argued that observers have a bias for identifying the
‘global’ shape over the ‘local’ shapes from which it is formed. Models of global dominance
tend to make reference to the notion of spatial frequency channels, arguing that lower
frequency channels are given precedence during processing (see e.g. Hughes et al., 1996).
Walles et al.’s notion of a default classification scale is very much in line with these models.
In fact, Walles et al.’s system naturally manifests global dominance. Assume that the
system has been trained to recognise both Ts and Xs, at a range of different sizes. If it is
shown the stimulus in Figure 10.16, it will first select the default classification scale, and
the classifier will return ‘T’; then it will select a finer classification scale, and the classifier
will return ‘X’. Walles et al.’s system also reproduces some well-known findings about the
effects of stimulus similarity in visual search. Duncan and Humphreys (1989) found that
search targets were found faster when the distractors were similar to one another. Walles
et al.’s system reproduces this effect by grouping similar distractors, and classifying them
as groups when searching for the target.

It is interesting to note that in Walles et al.’s model, information about the cardinality
of an attended group (i.e. whether it is singular or plural) is computed outside inferotem-
poral cortex, in an area involved with visual attention. As discussed in Section 10.5.2, there
is evidence that grammatical number agreement features activate pre-linguistic represen-
tations of number in intraparietal cortex, but the representations of ‘numerosity’ which
are known to exist in this area do not quite provide the categorical singular-dual-plural
information which linguistic agreement features convey. Walles et al.’s model suggests how
the attentional operations in the intraparietal area could deliver a more discrete singular-
dual-plural distinction to the linguistic interface.

10.5.5 Additional sequential structure in Walles et al.’s percep-
tual model

Note that Walles et al.’s extended model imposes some additional constraints on the se-
quential order of operations in the perceptual system. In the basic model of object percep-
tion summarised in Section 10.3, there was one ordering constraint: a location needed to
be be selected in the saliency map before the classifier could deliver a category (Ordering
Constraint 1). In Walles et al.’s model, we must add that there is a second attentional
operation which must occur after a location has been selected, and before a category can be
delivered: the operation of selecting a classification scale. As discussed in Section 10.5.4,
the default classification scale depends on the size of the selected region, so a salient region
must be selected before a classification scale can be selected. This constitutes another
ordering constraint:
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Ordering constraint 16 A salient region must be selected in the saliency map
before a classification scale can be selected.

Moreover, in the revised perceptual model, the classifier cannot deliver any output until a
classification scale has been selected. (If it did, the system as a whole would be unaware of
whether it was perceiving a single object or a group of objects of the reported category.)
Which is another ordering constraint:

Ordering constraint 17 A classification scale must be selected before the classifier
can deliver a category.

In summary: in Walles et al.’s revised perceptual model, perceiving an object or a group
of objects involves (at least) three operations, which must take place in strict sequence:
first a salient location must be selected, then a classification scale must be selected, and
finally a category can be activated.

10.5.6 A sensorimotor interpretation of the extended DP

In Section 10.4, I outlined an extended model of the syntax of DPs. In Section 10.5 so far, I
have given a revised model of object perception, supporting the perception of homogeneous
groups as well as of individual objects. We can now consider whether the new perceptual
model provides a good basis for interpreting the new syntactic model.

Recall that the main extension in the syntactic model was the addition of a NumP
projection in between DP and NP, which introduces the grammatical number feature (e.g.
singular or plural) of a DP. Is the new model of object/group perception helpful in sup-
porting a perceptual interpretation of the extended DP structure? I will argue that it
is. In fact, there are a number of very neat correspondences between the perceptual and
syntactic models.

Firstly, note that the way information is decomposed in the perceptual model continues
to mirror the way it is decomposed in the extended account of DP syntax. In the syntactic
account, type information and number information are delivered separately, by separate
projections: NumP and NP. In the perceptual model, type and number information are also
delivered separately, by separate visual systems: the classifier delivers type information but
not number information, while the attentional system delivers number information but not
type information. In fact, the perceptual notion of cardinality blindness is a very natural
way of modelling the semantic contribution that a noun stem makes on its own, without
a number inflection. In formal semantics, this contribution is quite complicated to state.
For instance in Zamparelli’s account, the uninflected noun stem dog contributes ‘the set of
all possible sets of dogs’—i.e. the powerset of dogs, an extremely complex object!—from
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which the NumP then selects those sets with an appropriate cardinality. The assumption
of a cardinality-blind classifier makes the semantic contribution of bare noun stems much
easier to state.

Secondly, the number distinctions which the syntactic system is capable of making
appear quite similar to those which the attentional system is capable of making. NumP
distinguishes singular, dual and plural, but very rarely distinguishes between cardinalities
any higher than two. In the model presented in Section 10.5.4, the attentional system
uses a notion of relative classification scale to make number distinctions. In Walles et
al.’s implementation, relative classification scale can distinguish between one object and
many objects. I suggested that relative scale can probably identify dual as a distinct
category as well. But spatial frequency channels are too far apart to allow many more
subtle distinctions.

The two correspondences just noted suggest that we can give a sensorimotor character-
isation of the NumP projection. This could be stated as follows:

Principle 12 The NumP projection in a concrete referential DP describes the se-
lection of a relative classification scale in the perceptual system.

• The feature ‘singular’ at Num indicates choice of the default classification scale.

• The feature ‘plural’ at Num indicates choice of a higher classification scale.

Note that this sensorimotor interpretation of NumP not only makes sense in its own right:
importantly, it also makes the right predictions about the internal syntactic structure of
DP, given our general interpretation of a right-branching structure of XPs as a description
of a sequence of sensorimotor operations. In our extended syntactic model, DP introduces
NumP as a complement, which in turn introduces NP. And in our extended perceptual
model, selection of a salient region precedes selection of a classification scale, which in turn
precedes activation of a category. If DP describes selection of a salient region and NP
describes activation of a category as I proposed in Section 10.3, and if a right-branching
structure of XPs describes a sequence of sensorimotor operations, then interpreting NumP
as describing the selection of a classification scale perfectly predicts the right-branching
structure of a DP, with NumP in between DP and NP. This is a particularly significant
correspondence, because the sensorimotor interpretation of right-branching XP structures
was originally proposed in the context of clause syntax. The fact that it also appears to
apply within DP syntax suggests that it may have some degree of generality.

In summary: there is a very natural sensorimotor interpretation of the extended model
of DP structure argued for in Section 10.4, which extends the general sensorimotor inter-
pretation of LF structure which was proposed in Chapter 5. It is illustrated in Figure 10.17.
DP describes the selection of a saliency map location. NumP describes the selection of a
relative classification scale. And NP describes the activation of a category in the object
classification system.
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Figure 10.17: A sensorimotor interpretation of the extended DP, including NumP

Of course, our interpretation of DP syntax is far from complete, even for simple refer-
ential DPs. For one thing, we need a sensorimotor interpretation of the syntactic operation
of head-raising within the DP, which plays an important part in our account of DP syntax.
Again, our sensorimotor interpretation of clause syntax in Chapter 5 furnishes us with
some predictions. In that chapter, I proposed that head-raising in the clause (from V to
Agr to I) was a reflection of the fact that LF describes sensorimotor sequences ‘as replayed
from working memory’, rather than as they occur in real time. If is the case, the presence
of head-raising in the DP leads us to make some strong predictions about the existence
of a system of working memory for objects (and groups), and about the architecture of
this system. For another thing, we need a more thoroughgoing sensorimotor interpreta-
tion of ‘referents’. As discussed in Section 10.2.3, indefinite determiners ‘contribute new
referents to the discourse’, and definite determiners ‘presuppose existing referents’. In the
next section, I will review some current models of working memory for objects. In Sec-
tion 10.7 I will argue that these models do indeed provide the kind of operations needed
to give a sensorimotor interpretation of head-raising within the DP—and moreover, that
these same models also provide the basis for a sensorimotor interpretation of reference and
presupposition.

10.6 A model of working memory for objects and

groups

In Chapter 3 I proposed that an observer maintains a working memory representation of
the sequence of sensorimotor operations involved in a reach-to-grasp action. The working
memory representation can hold a planned action prior to its being executed; it can also
hold an action after it has been executed (or observed), when it functions as a buffer used
to store the action in long-term memory. In this section, I will discuss our working memory
representations of objects and groups. I will suggest that these representations also take
the form of prepared sequences: specifically, that an object or group is represented in
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working memory by the sequence of attentional actions which was involved in establishing
it. In Section 10.6.1 I will introduce several different roles which working memory object
representations must fulfil. In the subsequent sections, I will consider these in turn, and
discuss how they are interrelated.

10.6.1 The function of working memory object representations

It is useful to begin by thinking what purpose could be served by maintaining a repre-
sentation of an object or a group in working memory. In this section I will outline three
functions working memory representations of objects or groups might have.

Firstly, maintaining a working memory representation of an object or group can help
an observer reattend to this object or group at some point in the future. It is common
for an observer to attend to an object, and then reattend to it shortly afterwards (see e.g.
Ballard et al., 1997). When we reattend to an object, our perceptual processing is subject
to a top-down bias: we expect it to have the same properties as it had before, in some sense
(as I will discuss in Section ??. These expectations constitute a form of working memory
for objects. Thinking about a working memory object representation as a device to help
re-establish an object gives it a procedural character somewhat like a prepared action. To
hold an object in working memory in this sense is to be in a particular ‘task set’, in the
sense introduced in Section 2.6.2, in which we are prepared to execute certain attentional or
perceptual operations if given the right cue. Note that location is a particularly important
attribute of the working memory representations which facilitate reattention to objects. If
an observer’s attention happens to be drawn to a location where an object was recently
encountered, this should reactivate a representation of that object as a top-down cue to
re-establishing it. Conversely, if an object representation is activated top-down as a search
cue, this should direct attention to the location where that object was most recently seen.

A working memory representation of an object can also be thought of more declaratively,
simply as a means of representing the properties of an object which is not immediately
present to the senses. We can evoke a representation of an object which we are not
currently perceiving; when we do so, we can be said to be activating a ‘working memory’
representation of that object. The working memory representation of an object must
activate some of the same properties which are activated when the object is before the
senses. (Though it need not represent all of these, and it can presumably represent many
non-perceptual properties as well.)

Another way of thinking about a working memory object representation is as an inter-
mediary between raw perceptual representations/operations and long-term memory repre-
sentations. In Section 3.6.4 I proposed that an object is represented in LTM as an atomic
neural assembly, and that it is as an atomic assembly that its relationships with other
objects is encoded in memory. If objects are established through attentional sequences,
something needs to map these sequences onto atomic LTM object representations.

Finally, working memory representations of objects can be thought of as responsible for
the fundamental properties of objects in our conceptual system, as entities which persist
through time. Again, location is of central importance in this conception of objects. Over
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short time intervals, an object is defined by its location, so that a change in the percep-
tual properties associated with that location is normally interpreted as a change in the
object, rather than as the appearance of a new object. Objects can change location, but
they normally only do so gradually. The working memory representations which under-
lie the spatiotemporal continuity of objects in our conceptual system will be discussed in
Section 11.2.

10.6.2 Neurophysiological substrates for working-memory object
representations

As outlined in Sections 3.2–3.4, there is good evidence that the prefrontal cortex has an
important role in maintaining working memory representations of actions. The prefrontal
cortex is also the main locus for working memory representations of objects. In this section
I will review evidence for the role of PFC in working memory object representations.

It has been known for some time that the PFC evokes representations of of the locations
and categories of objects in the visual field, and maintains these representations even after
the objects are removed from the visual field if they are relevant to an ongoing task; see e.g.
Wilson et al. (1993). More recently it has been found that there are PFC neurons which
appear to store combinations of category and location information. For instance, Rainer
et al. (1998) presented monkeys with a preview stimulus consisting of a particular object
appearing at a particular retinal location. The object disppeared during a delay period,
after which a probe object appeared; the monkey had to give a certain response if the
probe object matched the preview object in both category and location. During the delay
period, 81% of PFC neurons were sensitive to the object’s category or location or both. Of
these neurons, 46% encoded a combination of category and location, 49% encoded only the
object’s location, and the remaining 5% encoded only the object’s category. This finding
is consistent with fMRI studies in humans showing a partial overlap between the frontal
regions involved in object location tasks and those involved in object identity working
memory tasks (see e.g. Courtney et al., 1998). In summary, PFC seems to be involved in
storing working memory representations of the location and category of recently perceived
objects, and of their combination. A very similar conclusion is reached from fMRI studies
of human PFC (see Haxby et al., 2000).

It has recently been discovered that some PFC cells are sensitive to the cardinality of
a visually presented group of objects. As mentioned in Section 10.5.2, Nieder and Miller
(2004) found cardinality-sensitive cells in the intraparietal sulcus of monkeys. Earlier,
Nieder et al. (2002) also found cardinality-sensitive cells in prefrontal cortex—in fact, they
were found in larger proportions in PFC (32% of PFC cells studied showed sensitivity to
cardinality). When a group of objects was presented, a cardinality-sensitive representation
emerged first in the parietal area and then in the PFC, suggesting that parietal cortex
computes a sensory representation of cardinality, which is then elaborated in PFC. Nieder
and Miller’s task required the monkey to compare the cardinality of two groups of objects
presented sequentially, interleaved by a delay period. They found that both parietal and
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PFC neurons maintain a representation of number during the delay period; however, the
memory representation was stronger in PFC, suggesting that PFC is the primary locus of
working memory representations of cardinality. The relatively high proportions of PFC
cells encoding cardinality (32%) and category and/or location (81%; see Rainer et al.)
make it plausible that some PFC cells encode cardinality in combination with category
and/or location; however, this has not yet been explicitly tested. Neither is it known
whether the distinction between singular and plural is represented in terms of relative spa-
tial frequencies, as proposed in Section 10.5.4—although PFC certainly maintains working
memory representations of spatial frequencies (see Greenlee et al., 2000).

PFC can also store ‘prospective’ working memory representations of objects—i.e. rep-
resentations of objects the agent is looking for, or anticipating (see Rainer et al., 1999).
As for actions, working memory for objects can hold forward-looking representations, as
well as encodings of the recent past.

10.6.3 WM individuals and their link to LTM individuals

A representation of an object (or group) needs to combine information about location,
cardinality and category. It appears that PFC is the place where this information is first
brought together when an object is perceived. How does PFC encode cominations of
location, cardinality and category? And how are these combinations linked to the LTM
representations of individuals which feature in episodic memory? In this section I will argue
for a particular model of working memory representations of singular and plural groups,
in which they are represented as prepared attentional sequences. This model is a logical
extension of the account of object perception given Section 10.5, and of known properties
of PFC.

Recall from Section 10.5 that the process of attention to and categorisation of an
object has sequential structure. I suggest that the working memory representations of
objects developed in PFC encode this sequential structure, rather than representing objects
as flat combinations of attributes. This proposal can be motivated in several different
ways. For one thing, we have already seen that PFC is well suited for storing observed
and planned sequences of sensorimotor operations (c.f Section 3.2)—so there are good
reasons to think PFC has the capability of representing objects using a sequential code.
Moreover, in order for working memory representations of objects to support reattention
to objects (c.f. Section 10.6.1), it is important for them to encode a particular order of
attentional operations. For instance, say an observer has recently established a collection
of cups on a table, and now wishes to reattend to this collection. The observer must
establish the location of the cups before he can establish the appropriate spatial frequency,
because the spatial frequency is defined in relation to the size of a selected region in the
saliency map (see Section ??). Similarly, the observer must establish the appropriate spatial
frequency before generating a top-down bias towards the object category ‘cup’—otherwise
the bias will be applied while the observer is categorising the group of cups as a group, i.e.
establishing what configuration they are in. Finally, and perhaps most importantly, the
sequential order of operations associated with a particular object carries information about
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the nature of the object. This is particularly clear for complex objects. For instance, there
is a difference between an X made of Os and an O made of Xs. We need a representation
of the properties of an object which makes this difference explicit—a simple combination
of the categories X and O will not work. The problem is very analogous to the problem
discussed in Section 3.7, of how to represent a transitive action featuring two objects in a
way which identifies which is the agent and which is the patient. I propose a similar solution
in this case: an object or group is represented in working memory as a planned sequence
of sensorimotor operations, which echoes the sequence of representations generated when
it was originally established. The planned sequence enables later actions of reattention to
the object. I also assume that these planned attentional sequences have a role in creating
LTM representations of individuals and groups, as discussed in the next section. I will
call the sensorimotor sequence plans associated with objects or groups working memory
individuals or WM individuals. (The term ‘individual’ is intended to cover both single
objects and groups of multiple objects.)

In Section 3.2 it was proposed that planned reach-to-grasp actions are stored using a
mixture of competitive queueing and associative chaining. If working memory represen-
tations of individuals are held as sequence plans, it is likely that similar mechanisms are
involved. Using the graphical notation introduced in Section 3.2.3.3, we could represent a
simple individual—say a single dog—as shown in Figure 10.18.

WMI1

location L1 singular dog−complex

Figure 10.18: A WM individual representing a single dog at location L1

Note that a WM individual encodes a ‘property complex’ rather than just a single
dominant category. In other words, a WM individual carries a rich representation of
the perceptual properties of an object as evoked in the property complex layer of the
object classification system. This may include perceptual properties which are temporarily
hidden, but can be inferred via their association with visible properties. The notion of a
property complex is discussed in more detail in Section 12.2.

10.6.4 WM individuals for supporting bottom-up actions of reat-
tention to objects

The model of WM individuals given in Section ?? associates WM individuals with locations:
establishment of a location is the first attentional operation stored in a WM individual.
However, it is also important to associate locations reciprocally back to WM individuals, in
order to support actions of attention driven bottom-up, when a particular location becomes
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salient. Say an observer’s attention is drawn bottom-up to a certain location. If he has
recently established an object at this same location, his working memory of the object
should exert a top-down bias on his new attentional processes, so that reattending to the
object is easier than attending to it for the first time.

There is good evidence that reattention is influenced by working memory object rep-
resentations. A well-known experiment was conducted by Kahneman et al. (1992). In
this study, observers were shown a preview display containing two boxes, each containing
a different letter; see Figure 10.19. During a linking display, the letters disappeared for a

P

Q

Linking display

Test display (same−object)

Test display (different−object)

Test display (no−match)

Preview display

P

Q

X

Figure 10.19: Kahneman et al.’s (1992) object reviewing experiment (static condition)

short time interval. Then during a test display, a letter appeared in one of the boxes, which
the observer had to identify as fast as possible. There were three different conditions. In
the ‘same-object’ condition, the letter to be identified reappeared in the same box it was in
in the preview display. In the ‘different-object’ condition, the letter to be identified was in
the other box in the preview display. In the ‘no-match’ condition, the letter was one which
did not feature in the preview display. Observers were fastest at identifying the letter
in the same-object display, and slowest at identifying the letter in the no-match display.
The different response speeds suggest that observers’ object categorisation mechanism can
be influenced by top-down expectations created by the preview display. Kahneman et
al. propose that there are two forms of expectation. One is a general priming effect (see
Section 2.2.2), which explains why responses to an unseen letter are slower than to either
letter that appeared in the preview display. The other is a mechanism which associates
letters with particular objects, which explains why responses are faster in the same-object
condition than in the different-object condition. This experiment is evidence that reatten-
tion to an object invokes a working memory representation of that object, which biases
the perceptual mechanisms which re-establish it.
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The fact that a location can activate a working memory object representation necessi-
tates a revision of the model of WM individuals proposed in Section 10.6.3. Location has
a special status for WM individuals. A WM individual can be thought of as a planned
attentional sequence whose first operation is to activate a location; however, a location can
also activate a WM individual by itself—in which case the first operation in the planned
sequence is automatically achieved.

A revised model of WM individuals is shown in Figure 10.20. In this model, locations are

WMI1

singular

location L1

ensure−salient

location

short−term connection

dog−complex

Figure 10.20: A (revised) WM individual representing a single dog at location L1

bidirectionally connected to WM individuals, via short-term connections. (I assume these
are established through regular Hebbian learning, when a particular location and sequence
plan are simultaneously active.) The first operation in a WM individual’s sequence plan
is the minimal operation of ensuring that a salient location has been established. If a
WM individual is activated bottom-up by a location, this will already be achieved. If
it is activated top-down, the associated location will be established through its direct
association with the WM individual, and the first operation simply enforces that this
operation occurs before the second operation is executed.

The model just shown can account for the object-specific preview effects observed in
Kahneman et al’s experiment. When a box containing ‘P’ is seen in the preview display,
a WM individual is created representing a cardinality (singular), and a category complex
(registering the presence of a box shape and the letter P); this WM individual is associated
with a certain location. During the linking display, this association is maintained, even
after the letter disappears. In the test display, if a letter reappears in the box, the observer’s
attention is drawn back to the box’s location, which reactivates the WM individual, so that
its re-establishment is informed by top-down expectations about cardinality and property
complex. If the letter is ‘P’, these expectations speed letter identification; if not, they slow
it down.

There are two issues in the above account which I have skirted over, which will be
dealt with in much more detail later in the book. Firstly, I have not discussed the most
interesting finding in Kahneman et al.’s experiment, or the theoretical proposal which
Kahneman et al. propose to explain this finding (which is really what the paper is about).
The interesting finding is that the object-specific preview advantage is maintained even if
boxes move to a new location during the linking display. In other words, working memory
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object representations are not tied to locations—or at least, not exclusively so. Kahneman
et al. suggest that there is a dynamic form of working memory for objects, which allows
an object representation to be associated with a region of space which can be tracked if it
moves. This working memory medium is termed an object file. The concept of an object
file is quite influential, and I will be making much use of it in the next chapter; the notion
will be introduced in detail in Section 11.2.

Secondly, note that WM individuals are able to represent the properties of objects
even if they are not currently visible. to represent the ‘P’, even though it disappears
during the linking period. As already mentioned, I am assuming that a WM individual
represents a property complex, which may include properties which are not currently visible
(see Section 12.2.3). Presumably the sudden disappearance of the P is interpreted as an
‘epistemic change’ rather than as an actual event of the P ‘leaving’ the box.

10.6.5 Summary

10.7 A revised sensorimotor characterisation of DPs

10.7.1 DPs describe replayed attentional sequences

10.7.2 An account of head movement within the DP

10.8 Extensions to the perceptual model to support

‘N-of-N’ constructions

10.8.1 The syntax of ‘N-of-N’ constructions

Note: N-of-N constructions are not partitives.
There are three types, illustrated below:

(10.30) On the bridge was a line of soldiers.

(10.31) One of the dogs barked.

(10.32) I like this kind of dog.

10.8.2 A sensorimotor interpretation of the basic N-of-N con-
struction

Basic insight: a line of soldiers is a Navon stimulus. Nothing new needs to be proposed in
the perceptual model.

Proposal: of says something about changing spatial frequency without changing loca-
tion. (Still needs to be worked out.)
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10.8.3 The one-of construction: representing the relationship
between a group and its members

These guys are partitives! They’re different (or at least, possibly different).
In this section, I will consider a complex DP headed by the determiner one, as illustrated

below.

(10.33) One of the dogs barked.

This construction is a natural way of reporting a particular perceptual situation, in which
we have established a group of dogs by group classification, and we then attend to an
individual dog within this group. I will begin in Sections 10.8.3.1 and 10.8.3.3 by introduc-
ing a model of hierarchial attentional processing, in which the current salient region can
be reparsed as a whole saliency map in its own right, so that individual ‘components’ of
the stimulus identified in this region can be attended to. In Section 10.8.3.4 I will give a
model of LTM representations which supports this model of hierarchical attentional pro-
cessing. Finally in Section 10.8.3.5 I will draw on these models to propose a sensorimotor
interpretation of the one-of construction.

10.8.3.1 Hierarchical attentional processing

This is part of Walles et al.’s (2010) model of attention and group classification.
It is likely that saliency maps can be computed not only for the whole visual field, but

also for particular objects or elements within it. For instance, we seem able to perform
sequential visual search routines using a canvas far smaller than the whole visual field. A
typical visual search experiment asks a subject to look at a screen and find a target amidst
a set of distractors. The subject is clearly able to ignore any stimuli which are not on
the screen; such objects are not even candidates for being distractors. How do we create
a saliency map for a particular portion of our visual field? I propose three mechanisms
which permit visual search at different scales.

Note that the model of attention introduced in Section ?? assumes two spatial frequen-
cies. However, there are in fact more spatial frequencies at our disposal: as mentioned
in Section ??, there appear to be around four distinct spatial frequency channels in the
human visual system. Let us call these frequencies F1. . . F4, with F1 being the lowest and
F4 being the highest.

Secondly, I suggest that saliency maps are computed at several different spatial fre-
quencies in parallel. Recall that the saliency map function uses two spatial frequencies.
Given that there are four spatial frequencies, I will assume that there are three saliency
map functions, each of which uses a consecutive pair of spatial frequencies (F1/F2, F2/F3
and F3/F4), and thus that there are three saliency maps, which parse the visual field into
salient regions at several different scales.12 Each of these saliency maps has its own winner-
take-all layer, delivering a most salient region. Visual search and object categorisation can

12Note that since each saliency map function spans two spatial frequencies, the regions established in
each map can still be a range of different sizes.
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be controlled by any of these saliency maps. Thus I will also assume a function which de-
termines at any time which is the controlling saliency map—i.e. the one within which
inhibition-of-return operates, and whose most salient region is used to gate input to the
categorisation system.

Finally, I propose that the saliency maps are hierarchically organised, as follows: the
most salient region in the lowest-frequency saliency map gates retinal input to the saliency
map function at the next frequency up, so that the higher-frequency saliency map only rep-
resents a retinal region corresponding to the most salient stimulus in the lower frequency
map. To take an example: say the most salient region in the lowest-frequency map cor-
responds to a dog—i.e. that the categorisation system, if operating on this region at this
spatial frequency, will establish the category ‘dog’. In parallel, the next-highest saliency
map function will produce a saliency map of all the interesting visual stimuli within this
dog-shaped retinal region. Thus at any time, we can talk about the controlling saliency
map, but also a sub-saliency map established on the dominant salient region at the
next-highest spatial frequency, and also a super saliency map, whose most salient re-
gion corresponds to the region represented by the current saliency map. (Naturally the
sub-saliency map is not defined for the higest frequency map, and the super saliency map
is not defined for the lowest frequency map.)

10.8.3.2 Spatial map representations in LTM

Say here how there are map-like representations of environments in LTM. Basic idea: when
you evoke a saliency map,

10.8.3.3 Switching spatial frequencies

What are the operations which trigger a change in the controlling saliency map? I suggest
that there is a competition between saliency maps as well as within maps—in other words,
that what is attended to is the most active region in the current controlling map, the
sub-map and the super map combined.

If the winner is in the current controlling map, we have regular inhibition-of-return. If
it is in the sub-map, control is switched to the sub-map. I will refer to this operation as
attentionally entering the currently established object. Attentionally entering an object
creates an attentional context in which we can attend to objects which are ‘in’, or ‘of’ that
object. For instance, we can establish the handle of the cup as an object in its own right,
or a design on the cup’s surface. I will talk more about this operation of attentionally
entering when spatial representations are considered in Section ??.

If the most salient region is in the super map, control is switched to the super-map. I
will refer to this operation as attentionally pulling back to the region which embeds
the region currently dominating attention.

Note that the operation of attentionally entering the current object must be distin-
guished from the operation of ‘group classification’ discussed in Section 10.5.1. In group
classification, we switch the object classification system to a higher spatial frequency, but
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we do not change the controlling saliency map, and we continue to use the current most
salient region in this map to gate input to the classification system. When ‘attentionally
entering’ the current most salient region, we switch to a higher spatial frequency in the
object classification system, but also in the controlling saliency map, which means we focus
on a sub-region of the current most salient region. Thus while group classification requires
us to attend collectively to all the elements which are ‘in’ or ‘of’ the currently established
object, attentionally entering the object allows us to iterate through these elements as
individuals. Thus while group classification could establish that a bowl is entirely full of
cherries, or entirely made of wood, attentionally entering the bowl allows us to attend to
individual parts of the bowl, or individual things that it contains.

10.8.3.4 LTM individuals and LTM groups, and their relationship with WM
individuals

[This looks okay: the idea is that we rehearse a WM individual to create LTM representa-
tions, but that LTM representations match perceptual stimuli (locations and property com-
plexes) directly. However, when you want to do something with an LTM representation—
e.g. when you want to read it out—you’re constrained by WM processing constraints on
adopting ‘working spatial frequencies’ to do it serially. When you do this, you re-create a
WM individual to represent the LTM item. ]

Individuals and groups must be represented in long-term memory, as well as in working
memory. A simple model of LTM individuals was introduced in Section 3.6.4—however,
we must now extend it to provide an account of how groups of individuals are stored in
LTM, and to describe how LTM representations of individuals and groups relate to the
WM representations of individuals just introduced.

I will begin by revisiting LTM representations of single objects. I will continue to use
the term LTM individual to refer to these representations. As described in Section 3.6.4,
an LTM individual is an assembly in parahippocampal cortex which is linked to a complex
of sensory categories, which we can now associate with a ‘property complex’. As described
in Section 3.6.4.2, LTM individuals are also associated with locations. Together, these
two associations allow a familiar object to be ‘recognised’: if we see an object with a
certain property complex, and there is an existing LTM individual which is associated
with a sufficiently similar property complex, and the object’s location is close enough to
the location most recently associated with this LTM individual, then we can re-activate this
LTM individual, and assume we are looking at the same object we saw before. Obviously, an
object can change both its location and its properties, so an LTM individual’s associations
with a property complex and with a location must both be gated by context. (However,
some properties obviously change more slowly than others—for instance, the size of a
person changes over a timescale of years. Properties of this kind must be associated with
LTM individuals via links which are less contingent on context, or perhaps contingent
on very coarse-grained representations of context which only change slowly themselves.)
Note that this model of an LTM individual should allow a simple single object to be
recognised without any serial processing: a representation of the current property complex
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and currently attended location should be able to act simultaneously to access a stored
LTM individual. (If there is no such individual, there must be a mechanism which creates
one. I will briefly speculate about how this mechanism works at the end of this section.)

Now consider LTM representations of groups of objects. These must somehow be
distinct from LTM representations of single objects. LTM group representations must in
fact be considerably more complex than representations of single objects. There must
be a way of identifying a common property complex associated with each element in the
group (so we can represent ‘a group of dogs’ in LTM), and there must also be a way of
identifying the arrangement or configuration of the group (so we can represent specific
configurations such as ‘a line of dogs’). There must also be a way of identifying the size of
the group, either precisely or approximately. Finally, there must be a way of representing
the membership of particular individuals (represented as LTM individuals) within the
group. The representation of the group must be able to support later recognition of the
group, as with single LTM individuals. However, it must also be possible to recognise
individual members of the group if they are subsequently encountered by themselves. For
instance, say a cat Tibby has two identical kittens, whose properties allow me to distinguish
them from any other kittens, but not from one another. If I subsequently see one of these
kittens, I must be able to recognise it as ‘one of Tibby’s kittens’, even though I cannot say
which of them it is.

To support these requirements, I suggest that LTM representations of groups involve a
separate type of assembly, which I will call an LTM group environment, or just LTM
group. (The use of the term ‘environment’ prefigures an account of spatial environments
given in Chapter ??. In that chapter, I give an account of spatial environments, and
argue that a group of objects is a special kind of spatial environment.) I assume that
an LTM group is an assembly in parahippocampal cortex, just like an LTM individual.
An LTM group is associated with exactly one LTM individual, and the individual and
the group can be associated with distinct property complexes. Moreover, an LTM group
is associated with a spatial representation: while LTM individuals are associated with
locations, an LTM group is associated with a whole map of locations, in the medium in
which spatial maps are stored.13 Different cardinalities or numerosities are represented by
maps with different structures. In addition, individual points in the map can be associated
with LTM individuals, to represent the membership of particular LTM individuals in the
group. An LTM representation of a group is as shown in Figure 10.21. The configuration
shown represents ‘a row of soldiers’. LTMI1 is an LTM individual, representing the row as
a single entity, with its own location. It is linked to the property complex ‘row’, and to a
particular location L1 in a saliency map. LTMG1 is an LTM group, representing the row
‘as an environment’, or ‘as a group’. It is linked to the property complex ‘soldier’, which
is the property complex which is evoked when the objects in the group are categorised via
group classification. (Thus any property complex linked to an LTM group will indicate the
category to which the elements of the group collectively belong.) LTMG1 is also linked to

13This medium is also implemented in the hippocampal area—it is discussed in its own right in Chap-
ter 13.
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row soldier−complex

’map’ of cardinality 3

LTMI1 LTMG1

location L1
winning location in ’super’ map

Figure 10.21: An LTM representation of a group: ‘a row of (three) soldiers’

a spatial ‘map’ representation, containing three locations. The map is an LTM structure
encoding the saliency map which was activated when the group was established: I suggest
that reactivating the LTM group reactivates this map, just as it can reactivate a collection
of sensory properties. Note that LTMI1 and LTMG1 are reciprocally linked: activating
LTMI1 can activate LTMG1 and vice versa. Note also that there is a relationship between
the location associated with LTMI1 and the map associated with LTMG1. Recall from
Section ?? that the model of saliency maps is hierarchical: the ‘current saliency map’ is
associated with a single location in a ‘super-saliency map’ at a lower spatial frequency.
This same relationship is assumed to hold between the location associated with LTMI1
and the map associated with LTMG1.

The configuration just described is designed to support the LTM representation of
groups both in terms of their configuration, the category of their individuals, and in terms
of their cardinality or numerosity. Thus in the example shown in Figure 10.21, the config-
uration is given by the property complex associated with the LTM individual, the category
of the component individuals is given by the property complex associated with the LTM
group, and the cardinality or numerosity is given by the type of map associated with the
LTM group.

What is the relationship between a WM individual and this LTM group representation?
I suggest it is somewhat analogous to that between WM and LTM representations of
episodes: namely, that the LTM representation is created by a process of replaying the WM
individual created during perceptual experience, in a special mode where active sensory
representations are associated with LTM strucutures. A serial replay operation seems
necessary, because there are two property complexes (‘row’ and ‘soldier’) which must be
associated with different LTM assemblies; if the assemblies and property complexes were
all activated simultaneously, many spurious associations would be created (at least, if we
assume Hebbian learning). The serial replay operation has the following structure. To
begin with, a new LTM individual is created, and associated with the first attentional
operation stored in the WM individual: activation of a location. The next operation is the
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activation of the default spatial frequency, which is a ‘null’ operation in the interface with
LTM. The next operation is the activation of a property complex, ‘row’, which in the LTM
interface is linked to the new LTM individual. The next operation is the activation of the
higher spatial frequency, which in the LTM interface has the effect of creating a new LTM
group assembly, and associating this with the new LTM individual. The final operation is
the activation of the ‘soldier’ property complex, which in the LTM interface is associated
with the new LTM group.

While a sequential replay process is needed in order to create an LTM group represen-
tation, I assume that the process of recognising a known group when it is re-encountered
is instantaneous, just as it is for single individuals. Say we have a group of soldiers rep-
resented in LTM, as in Figure 10.21, and some time later we re-establish this group. At
the point of establishment, our perceptual state will involve an active ‘soldier’ property
complex, and a saliency map with a particular cardinality or numerosity. I assume that
this state is able to reactivate the LTM group assembly, because it is linked to both these
perceptual representations. Note that recognition happens through the ‘soldier’ property
complex rather than through the ‘row’ property complex. When establishment is complete,
the active property complex is ‘soldier’; ‘row’ is only active transitorily during the estab-
lishment of the row of soldiers. This is appropriate, because we must be able to recognise
the group of soldiers even if they have changed their configuration and are no longer in a
row.

Note that the ‘soldier’ property complex is also activated if the observer sees just one
member of the group of soldiers. Establishment of a single member of the group is thus able
to activate the whole LTM group. In this case, however, there is a discrepancy between the
spatial representations associated with the perceived object and with the activated LTM
group: the group is associated with a complete saliency map, while the perceived object is
associated with a single location. The full configuration activated in this case is as shown
in Figure 10.22. The elements ‘directly’ representing the single soldier in LTM are shown

row

’map’ of cardinality 3

LTMI1 LTMG1

location L1
winning location in ’super’ map

LTMI_soldier

winning location in map

soldier−complex

Figure 10.22: The configuration which supports recognition of ‘one of the soldiers’
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in red. The key relationship here is between the saliency map associated with the group
and the single location representing the individual soldier. In Section ?? I will argue that
this relationship is denoted by the preposition of. For the moment, the main point is that
WM individuals are used to create representations of groups in LTM, by a process of replay
similar to that used to create episode representations in LTM.

Is replay of a WM individual also needed to create an LTM representation of a single
object—i.e. of an LTM individual? I will assume that it is. Thus if an established
individual object is not recognised, a process is triggered whereby the WM individual is
rehearsed, leading to the creation of a new LTM individual. To begin with, a new LTM
individual is created. This is linked to the first operation stored in the WM individual:
establishment of a location. The second operation, choice of the default spatial frequency
for categorisation, has a null effect in the LTM interface. The final operation, activation
of a property complex, associates this complex with the newly created LTM individual.

10.8.3.5 A sensorimotor interpretation of the one-of construction

Again, of says something about the relationship between analyses at two (adjacent) spatial
frequencies. We get the dogs by picking a salient region which encompasses the whole group
of dogs. We get the individual dog by moving to the higher spatial frequency. Obviously
when we do this, we don’t change category: we already know what the category is. So while
in A line of dogs we keep the location and change the frequency and category, in One of
the dogs, we move to a sub-location, change the frequency, but keep the category.

10.8.4 The kind-of construction

Idea about KIP: of (occupying the head of KIP) denotes a special operation which can be
executed to allow referring expressions to refer to internal cognitive categories / predicates
rather than to things in the world.

There’s a special process we need to do to refer to a kind.

• First we execute the ‘of’ operation, to establish the domain of kinds as possible
referents rather than the domain of objects in the world.

• Then we have to evoke a regular (nameable) category (e.g. book)

• Then we have to express a regular SDP, which (within the context which is set up)
will be understood as referring to a type. It must do so unambiguously—this can
be done by pointing to an object (by which we will now understand the type of that
object) or by generating an anaphoric reference (which in this special context will
pick out a recently-evoked property, rather than an object), or by constructing a
relative clause which presents a property which uniquely picks out the property (e.g.
‘The kind [of book] which you can’t stop reading’).

I want to interpret this within Roberto’s framework. I think the KIP probably describes
the point where the property is evoked, and the SC complement of KI is probably ‘just
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referential’. The structure of the SC relates to the structure of the process by which the
property is explicitly identified (i.e. is identified in a way which is communicable).

Question: what is there in common between the of in this construction and in the
previous two? My idea was that of says something about switching spatial frequencies
while preserving something else. I need to generalise this to get a good meaning for of in
this case. Here’s my idea: when you move from attending to a group to attending to an
individual within that group, you also get a shift from a type to a subtype. (Because not
all individuals in the group are the same: they have their own characteristics.) (There’s no
other perceptual operation which reliably shifts from a type to a subtype like this, so this
is the operation which provides the external characterisation for this operation of internal
deixis.) So doing this is a little like exploring the space of subtypes within a type. (TBC..)

10.8.5 The picture-of construction: intensional contexts in DP

Another interesting type of partitive is a picture of a dog. This is different from a line
of soldiers. Syntactically, the nested noun has its own determiner (which looks to be a
full strong DP actually). Semantically, this nested DP is interpreted in an intensional
context, like the sentential complement of verbs like say and believe. The dog doesn’t have
to actually exist—it’s just a representation of a dog.

What does a picture [of a dog] have in common with say [that P]? In my treatment
of say verbs (see Caza and Knott, 2012; Knott, 2014), I suggest that a hearer listening
to a speaker’s utterance has to process it twice—first to identify it as a particular class of
physical action (‘talking’) and secondly as a meaning-bearing stimulus, whose words are
mapped to semantic entities. My proposal is that infants have to learn that talk actions
are special in that they can carry meaning. Infants learn that when hearing a ‘talk’ action,
they should enter a special mode called ‘verbal mode’, in which semantic representations
are activated by learned associations with incoming word forms, rather than through the
normal sensorimotor channels. In our model, this is a piece of operant learning: the action
of entering verbal mode is learned through a special reinforcement scheme that rewards
the agent’s ability to correctly predict the word he hears next. If the agent routinely
establishes joint attention with observed speakers, ‘talk’ actions constitute a good cue to
establish verbal mode, and we have a model that learns to do this.

I now suggest that something similar happens when an agent perceives a picture. The
agent first categorises the picture as a physical object of a certain type (namely painting,
drawing, photograph, or just picture), without identifying any of its content. This cate-
gorisation is what is done at the ‘default classification scale’. But there’s something special
about objects of this general type which makes it worth re-analysing them as meaning-
bearing stimuli. When you look at a dog, it’s not worth asking what it depicts: it’s just
a dog, that doesn’t depict anything. But when you look at a painting, it is worth asking
this question. (Just as, when you perceive a talk action, it’s worth asking what the action
is about, but not when you perceive someone sneezing.)

What does it mean to decide to ask what a picture depicts? My suggestion is that the
boundary of the picture has to be re-interpreted as the boundary of an arbitrary scene—
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as if the agent had opened their eyes and could only see this scene, and was obliged to
interpret it as the actual world. I’ll call this mode ‘picture interpretation mode’. This mode
of perception is not quite like verbal mode: the agent doesn’t engage a completely new
set of learned associations between perceptual stimuli and semantic concepts. He is still
using his regular perceptual mechanisms. But he has in some sense ‘suspended disbelief’:
a stick figure of a dog will be interpreted straightforwardly as a dog, because he’s looking
for meaning. So there is some kind of new cognitive mode in place when he parses a
picture for its meaning. In one sense, however, entering picture interpretation mode is like
entering verbal mode: it involves disengaging the current sensorimotor context. Whatever
we expect to find in a picture need have nothing to do with the situation the actual physical
picture is in. Analogously, what we expect a sentence to be about need have nothing to
do with the situation in which it’s uttered. In both cases, the ‘semantic content’ of the
stimulus can relate to something far removed in space or time from the physical stimlus.

How does an infant learn to routinely re-parse pictures, photos etc for meaning, but
not other classes of object? I like the idea that operant (reward-based) learning is again
involved. But I don’t think the mechanism can involve successful prediction. And the
mechanism can’t just relate to successful activation of semantic concepts. (The infant can
attend to other actual objects in his environment and get plenty of those.) My proposal
is that the things represented by pictures happen to be particularly interesting: more
interesting than the things in the infant’s actual environment. (Diggers, animals, etc—all
the stuff you find in children’s books.) Assume infants get a reward for every semantic
concept they activate, but that different concepts have different rewards, then if they get a
higer reward on average when they re-parse a picture for its meaning than when attending
to an arbitrary item in the world. And assume they get a punishment if they re-parse
something that’s not a picture. On these assumptions, I think we can explain how after
training they routinely parse pictures for meaning, and not other classes of object.

In picture of a dog, what does the word of denote? It doesn’t signal a special intensional
context, since it’s also used in line of soldiers, box of cherries etc. I think it just signals
that the stimulus at the salient location is going to be re-classified—but doesn’t specify
whether this re-classification will target the texture elements of the stimulus (as in line of
soldiers), its physical contents (as in box of cherries) or what it represents (as in picture
of a dog).

10.9 Summary

Section 10.5 presented an extended model of attention to and categorisation of objects.
A key feature of this model was that perceptually establishing an object (or a group
of homogeneous objects) is an operation with a characteristic sequential structure, just
like perceiving (or executing) a reach-to-grasp action. Section 10.6 developed a model of
working memory for objects: WM individuals are stored attentional sequences. (...)
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Chapter 11

A sensorimotor characterisation of
the DP-clause interface

11.1 Introduction

In this chapter I consider the syntactic relationship between DPs and the clauses in which
they appear, and look for correlates of this relationship in sensorimotor cognition. As
already mentioned at the start of Chapter 10, the relationship between DPs and clauses
is not straightforward: it is made complex by the existence of quantified DPs, whose
semantic scope extends over the whole clause in which they are embedded. In this chapter,
I will show that the relationship between the perceptual mechanisms which support ‘at-
tention to objects’ and those which ‘recognise events’ is similarly complex—and moreover,
that an analysis of this relationship can shed useful light on the relationship between DPs
and clauses.

The main point is that attending to an object taking part in an event is necessarily
a dynamic process, which is extended in time. Objects undergo changes when they par-
ticipate in events, and the mechanisms which attend to objects must track them through
these changes. I begin in Section 11.2 by discussing some experiments exploring the na-
ture of these dynamic mechanisms of attention to objects, introducing the concept of
object files—the working memory representations which support these mechanisms. In
Section 11.3 I formulate an account of the relationship between the sensorimotor and
working-memory systems responsible for attending to and representing objects, and their
counterparts responsible for apprehending and representing episodes. In Section 11.4 I
turn again to syntax, and outline the key syntactic relationships between a DP and its
host clause. In Sections 11.5 and 11.6 I draw the syntactic and sensorimotor accounts
together. Again, there are some interesting correspondences to be made.
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11.2 Object files: a dynamic form of working memory

for objects

We have already discussed the processes involved in attending to objects in some detail,
in Section 10.6. The basic model developed in that section was that when an observer
attends to an object, he forms a working memory representation—a ‘WM individual’—to
help him reattend to that same object some time in the near future. A WM individual
basically associates a location with a particular collection of object properties. One of the
key experiments indicating the existence of working memory object representations was
that of Kahneman et al. (1992), reported in Section 10.6.4. However, Kahneman et al.’s
experiment is in fact best known for another condition which I have not yet described. I
will first discuss the additional condition, and then consider its implications for models of
working memory for objects.

11.2.1 Kahneman et al.’s experimental evidence

Recall that Kahneman et al.’s (1992) experiment featured a preview display, in which
certain letters appeared in certain boxes, followed by a linking display, where the letters
disappeared, and then a test display, where a single letter appeared in one of the boxes. In
the conditions described in Section 10.6.4, the empty boxes remained stationary throughout
the linking display. But there was in fact another condition, where the empty boxes
moved to new positions during the linking period, along smooth trajectories, as shown in
Figure 11.1. Subjects were still faster at categorising the reappearing letter in the same-

P

Q

Linking display

Test display (same−object)

Test display (different−object)

Test display (no−match)

Preview display

P

Q

X

Figure 11.1: Kahneman et al.’s (1992) object reviewing experiment (motion condition)

object condition than in the different-object condition. It thus appears that during the
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preview display, the observer associates a letter with a representation of the box as a
moveable object, rather than just as a location in the display.

Kahneman et al. introduce the term object files to describe these relocatable object
representations. When an observer first sees a box in the preview display, he creates a
‘file’ of information about this box. The file makes reference to the letter contained in
the box—say ‘P’. It also makes reference to the box’s current location. During the linking
display, the location associated with the box is updated as it moves; however, the letter
P remains associated with the box, even though it is not visible. When a letter reappears
in the box, the observer is biased towards re-establishing the letter P, which is why his
response is faster in the same-object condition than in the different-object condition.

The fact that preview benefits survive the continuous motion of boxes in the linking
display prompts Kahneman et al. to propose a more far-reaching model of object files.
The key mechanism is the one which updates the location associated with an object file
as the visual stimulus it represents moves through the visual field. This tracking mecha-
nism is insensitive to perceptual changes in the stimulus, for instance the appearance and
disappearance of letters. Kahneman et al. see it as providing the perceptual basis for the
cognitive mechanism which maintains an object’s identity over time. While a stimulus is
being tracked, the observer is attending to a single object—any changes to the location or
perceptual characteristics of the stimulus, or to semantic categories reflecting these char-
acteristics, must be interpreted as changes undergone by the object, whether these be to its
location or to its semantic type.

There are several interesting points to discuss about this idea, which I will consider in
the remainder of this section.

11.2.2 Tracking mechanisms and the saliency map

One issue which Kahneman et al. do not fully address is the issue of what is tracked by the
visual tracking mechanism they introduce. It is circular to say that what is tracked is ‘an
object’, because the tracking mechanism is invoked precisely to explain what constitutes
an object. Neither is it possible to define what is tracked by specific perceptual features,
because the tracking mechanism is defined precisely to be insensitive to changes in such
features. Fortunately, the account of visual attention given in Section 10.5 provides scope
for a better answer to the question. I suggest that what is tracked is a region of the
saliency map. An active region in the saliency map indicates that ‘something’ is present
at the corresponding location in the world, but says nothing more about it. We can
thus think of an object file as being associated with an active saliency map region, and
envisage a tracking mechanism which updates the region associated with an object file
when this region changes gradually over time. The perceptual mechanisms which support
our concepts of objects and of their continuity through time over changes in location and
perceptual characteristics can be clearly expressed at the level of the saliency map.
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11.2.3 Multiple object tracking and the implementation of ob-
ject files

In Kahneman et al.’s experiment, there is a same-object preview advantage for both of
the objects in the display; it thus appears, prima facie, that observers can allocate several
object files to different points in the visual field and track their movements simultaneously.
Kahneman et al.’s experiment is often related to another set of experiments by Pylyshyn
and collaborators (see e.g. Pylyshyn and Storm, 1988) which appears to point to the same
conclusion. In these experiments, a subject is shown a display of several dots, a subset of
which is briefly illuminated. The subject is required to track the illuminated dots (now
indistinguishable from the others) while all the dots move around the display. A test dot
is then illuminated, and the subject must indicate whether this dot is one of the ones to be
tracked. Subjects can reliably track around four or five dots in this paradigm. Pylyshyn
has proposed a model of working memory object representations which highlights the
importance of tracking processes in individuating objects, and stresses the limited number
of such representations which can be maintained at any one time (see e.g. Pylyshyn, 2001).
On this model, subjects accomplish the multiple-dot-tracking task by associating each dot
to be tracked with an individuating object-file-like representation.

The neural machinery which implements relocatable object representations is not well
understood. It is particularly hard to model several independent object tracking mech-
anisms. Some models make use of the temporal synchrony approach to binding—these
models assume that different object files are associated with different phases of a pervasive
cyclic neural signal, with their respective locations firing in synchrony (see e.g. Kazanovich
and Borisyuk, 2006). However, the mechanism of binding by temporal synchrony is still
the subject of much debate. There are also solutions which rely on ‘conventional’ binding
by short-term synaptic connections. Some binding models envisage a collection of ‘binding
units’, each of which is fully connected to all locations and to all object types, which can
implement a binding between objects and locations through short-term synaptic weights
(see e.g. van der Velde and de Kamps, 2006). The model is illustrated in Figure 11.2.
Two object files are shown; each object file is connected to each location. For each object

OF1 OF2

map of locations

Figure 11.2: A localist model of object files as binding units

file there is a single strong connection (shown in red) which links the file to a particular
location. Again, the neural plausibility of this model is also open to debate. The difficulty
in this case is the highly localist nature of binding units. As yet there is no evidence for a
small number of distinct neural assemblies with these patterns of connectivity. Moreover,
the binding units model only implements static associations between objects and locations.
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It would be hard to extend it to cover associations which are maintained when an object
moves to a new location, because this requires the movement not just of activity, but of ‘a
single strong synaptic connection’. This connection cannot be established using a Hebbian
rule, otherwise all active points will become associated with all active object files.

It seems likely that any scheme for implementing object files using conventional binding
by synapses must envisage a large amount of neural machinery. I will outline a scheme
in which each object file is implemented by a complete spatial map, as illustrated in Fig-
ure 11.3. Each layer in the figure denotes a map of locations. The leftmost map is the

tracking mapsaliency map most salient location

object file map (OF1)

object file map (OF2)

Figure 11.3: Object files as maps

saliency map, which projects in the usual way to a winner-take-all layer, representing the
most salient location. The three layers on the right are specialised for object tracking. The
most salient location always activates a corresponding region in the tracking map, which
projects to two further maps, each of which ‘implements’ a single object file. These maps
each project independently, and reciprocally, to the tracking map.

Activity in the tracking map is governed by two principles. Firstly, an active point in
the ‘most salient location’ map always strongly activates the corresponding point in the
tracking map. Secondly, activity in the tracking map ‘sticks’ to the region it was assigned
to if this region moves sufficiently incrementally. I will assume a simple model of low-level
motion tracking, driven by motion energy. In this model, if motion in a given direction
is detected at an active point at a given moment, the active point at the next moment is
moved in the direction of this motion. Importantly, a point activated by tracking is less
strongly activated than a point activated by focal attention.

Activity in an object file map is also governed by two separate principles. One principle
causes an object file to be initialised—i.e. generates a new active point in the object file
map. Another principle causes an object file to be maintained from one moment to the
next. To initialise an object file, we must first attend to a location, activating a point in
the ‘most salient location’ map. The active point in this map always strongly activates a
corresponding point in the tracking map. We must also ‘select’ an object file to represent
this point. The rule governing initialisation of an object file is as follows: if the activity
of a point in the tracking map exceeds a certain threshold, it automatically activates
the corresponding point in a selected object file. Say object file 1 is selected to track
the currently attended location. The strongly active point in the tracking map will then
activate a point in the ‘object file 1’ map. Maintaining an object file is implemented by
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the following principle: a point P in an object file map is activated at the current moment
if its corresponding point in the tracking map is active, and P (or a point neighbouring
P ) was active at the previous moment. This principle allows an object file to ‘stick to’ its
associated point in the tracking map, even if this point moves (incrementally).

Figure 11.4 shows how object files can be assigned to two regions, which can be tracked
independently. The saliency map initially contains two regions, R1 and R2. At time T1,

tracking mapmost salient location

OF1

OF2

T1

saliency map

R1
R2

tracking mapmost salient location

OF1

OF2

saliency map

R1
R2

tracking mapmost salient location

OF1

OF2

R1
R2

tracking mapmost salient location

OF1

OF2

saliency map

R1
R2

T2

T3 T4

saliency map

Figure 11.4: Initialising and tracking two separate regions

region R1 is attended to, generating a strongly active point in the tracking map. (Strongly
active points are shown in red.) I assume that object file OF1 is selected to track this region;
therefore the strong activity in the tracking map activates a corresponding strongly active
point in OF1. (The connection between these two points will be maintained independently
of focal attention, and is also shown in red.) At time T2, the most salient region is
inhibited. However, the associated point in the tracking map is still active, though at a
lower level. Consequently, the corresponding point in OF1 is still active (again at a lower
level). At time T3, the other region in the saliency map, R2, becomes most salient, and
OF2 is selected to track this region. The most salient point strongly activates a point in
the tracking map, and this point is activated in the OF2 map. (The point associated with
R1 is not activated in OF2, because it is below the necessary threshold.) At time T4, focal
attention is withdrawn from R2; now R1 is being tracked in OF1 and R2 is being tracked
in OF2. Provided R1 and R2 maintain spatiotemporal continuity, and do not get too close
to one another, these regions can be tracked separately.

I do not want to argue too strongly for this model of object files—as already mentioned,
the neural basis for object tracking is still quite a mystery. However, there are a few points
which speak in its favour. Firstly, it allows a useful dissociation between focal attention
and sustained attention. An object can be attended to without being tracked by an object
file (if no object file is selected); conversely, once an object is being tracked, focal attention
can be allocated to it or removed from it without affecting tracking. Note also that the
activity of an object file provides information about both sustained and focal attention:
if an object file has an activity level higher than a certain threshold it is tracking an
object, and if it has a high activity level, then focal attention is also being allocated to

364



the tracked object. Secondly, the tracking map can do service by itself in an account of
multiple-object tracking. It appears that multiple objects can be tracked without being
distinguished as tokens (see e.g. Pylyshyn, ??). In the model just given, points can be
activated in the tracking map without being assigned to object files; this would result in
the observed dissociation between object tracking and object individuation. Finally, there
is general evidence that multiple-object tracking involves parietal regions and the motion-
sensitive early visual area MT (Culham et al., 1998). The tracking map and object-file
maps are likely to be implemented in parietal cortex, and motion tracking is likely to
involve MT. However, this evidence is obviously consistent with many possible models of
object tracking.

Perhaps the most clunky aspect of the model is that it assumes each object file is a
complete spatial map, whose locations are projected one-to-one onto the tracking map.
However, this assumption will appear less profligate once a fuller account of cognitive
spatial representations has been presented. For the time being, I will assume the current
model of object files and multiple object tracking; it will be refined and set in context in
Section 11.3.

11.2.4 Object files and the object categorisation function

Finally, it is useful to consider the role that object tracking can have in training the
object categorisation function. As noted in Section 2.2, the object categorisation function
implemented in IT abstracts over the retinal location, size and (to some extent) orientation
of the object being classified. How is this function learned? One very interesting proposal
is that the function is constrained to deliver an output representation which only changes
slowly over time (Wiskott and Sejnowski, 2002). This simple constraint is sufficient to
force the function to deliver object representations which are invariant to the location,
size and orientation of a presented object. However, the constraint about slowly changing
representations can only be enforced while a mechanism for tracking a salient retinal region
is under way. The constraint does not apply if the observer abruptly switches attention
to a new point in the visual field. Thus the routine which trains the object categorisation
function must make reference to the tracking mechanism which which underlies our notion
of the spatiotemporal continuity of objects.

11.3 The link between object and episode represen-

tations

I have now given a somewhat more elaborate model of the mechanisms involved in allocating
attention to objects, and representing them in working memory. In this section, I turn to
the question of how these more detailed object mechanisms relate to the mechanisms
involved in monitoring ‘whole episodes’. I will turn my attention back to the cup-grabbing
episode discussed in Chapters 2 and 3. In these chapters, the object representations ‘man’
and ‘cup’ were basically placeholders: I did not attempt to investigate the differences
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between ‘cup’ and ‘cups’, or between ‘a cup’ and ‘the cup’ (let alone those involved in
‘many cups’ or ‘every cup’). In this section, I will suggest how the richer model of object
representations developed in Sections 10.5–13.11 of this chapter can be incorporated into
a model of episode representations. My aim is to develop a model which is sophisticated
enough to serve as the foundation for an account of the syntactic relationship between
clauses and DPs.

I will begin by focussing on working memory representations: specifically, on the way
WM episode representations interface with working memory representations of objects. I
will begin in Section 11.3.1 by making a fairly straightforward proposal about the rela-
tionship between WM episode representations and WM individuals. In Section 11.3.2 I
will discuss the relationship between WM individuals and object files, and propose a more
elaborate conception of WM episodes which makes reference to both WM individuals and
object files. The remainder of the section will flesh out this proposal, and develop a more
detailed proposal about the mechanisms involved in storing an episode in working memory,
and in rehearsing the episode to store it in long-term memory or to interface with language.

11.3.1 Extending the model of WM episodes to incorporate WM
individuals

Recall from Section 3.2 that a WM episode is a working memory representation of the
sequence of sensorimotor signals evoked during experience of an action. It is held in PFC,
and is able to be replayed, for instance to create a record of the episode in longer-term
hippocampal memory (Section 3.8.1) or to ‘read out’ the episode to a linguistic interface
(Chapter 7). I suggested in Section 3.2.3 that WM episodes are stored in PFC using a
mixture of competitive queueing representations and associative chaining representations;
in the current section I will focus on associative chaining representations. To recap from
Section 3.2: the basic structure of a WM episode encoding The man grabbed a cup (using
an associative chaining representation) is shown in Figure 11.5.1 The ‘WM episode’ is

’attend−to−man’

’attend−to−cup’

grab

start

’attending−to−man’

’attending−to−cup’

’man−grab−cup’ WM episode

Figure 11.5: The WM episode representing ‘The man grabbed a cup’ (associative chaining
notation)

an assembly of PFC cells which impose certain biases on the pathway from stimuli to

1I have omitted the recurrent context representations, for clarity.
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responses. The initial stimulus is a ‘start’ signal; the WM episode biases the agent to
respond to this by activating the operation ‘attend-to-man’, which was the first attentional
operation executed when the episode was experienced. The reafferent consequence of this
operation is the evocation of the category ‘man’ in IT. The WM episode also contains a
bias from this stimulus to another operation, ‘attend-to-cup’; the reafferent consequence
of this is the evocation of the IT category ‘cup’. Finally, the WM episode has a bias from
this stimulus to the ‘grab’ motor programme. When the WM episode is active, activating
the ‘start’ signal will result in a sequence of operations: ‘attend-to-man’, ‘attend-to-cup’,
‘grab’, interleaved with their reafferent consequences.

We now need to rethink the operations ‘attend-to-man’ and ‘attend-to-cup’, as well as
their reafferent consequences. As discussed in Section 10.5, the process of attending to
and classifying an object has an internal temporal structure of its own, so ‘attend-to-man’
and ‘attend-to-cup’ are each complex operations in their own right. But note that each
attentional sequence is itself stored in working memory: as discussed in Section 10.6, a
WM individual stores the sequence of attentional actions needed to reattend to a recently
attended object (or group). We can thus propose a relatively simple revision to the concept
of a WM episode, in which attentional actions are (top-down) activations of WM individ-
uals, as shown in Figure 11.6. In this representation, ‘WMI-man1’ is intended to denote

start

’man−grab−cup’ WM episode

WMI−man1

WMI−cup1

grab?

?

Figure 11.6: A revised WM episode representation, featuring references to WM individuals

a particular WM individual. When a WM individual is activated, it normally results in
an attentional sequence: attention to a particular location, then the establishment of a
particular cardinality, then the establishment of a particular property complex in IT. I
assume that this sequence can be internally rehearsed, just like a WM episode can be,
since it is implemented via similar mechanisms. In addition, a WM individual is linked
to a particular LTM individual. In summary, by making reference to WM individuals, a
WM episode accesses a much richer representation of objects, permitting the rehearsal of
attentional sequences, including representations of cardinality as well as location and type,
and interfacing with LTM representations of individuals.

A WM episode can now be thought of as a sequence plan containing an element of
hierarchy. The first element of the planned sequence is the activation of another planned
sequence. When this subsequence is completed, the second element of the planned sequence
is executed, which is also the activation of a planned sequence.
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11.3.1.1 The new WM episode representation in an account of verb raising

At this point it is useful to recall the ‘sensorimotor’ account of verb raising given in Sec-
tion ??. The phenomenon to be explained was why the inflections of a verb agreeing
with the subject and object appear on the verb, rather than in local relationships with
the subject and object—and why the inflected verb can raise out of the verb phrase to
higher positions. My proposal was that the subject and object agreement inflections de-
note planned actions of attention to the agent and the patient, and that the verb denotes
a planned motor action. When a sensorimotor sequence is replayed, all three planned op-
erations are tonically active at each point during replay, and can therefore be associated
with phonological representations at each stage. If they are read out early, then the verb
appears out of sequence (‘prospectively’); if they are read out late, then the inflections
appear out of sequence (‘retrospectively’).

Note that agreement inflections only carry particular kinds of information about a
verb’s subject (or object). The most common information carried concerns person (first,
second or third), number (singular, dual, plural) and a range of other attributes (gender,
animacy, edibility and so on). The account of agreement in Section ?? was based on a
simple model of attention to objects, and did not go into details about the information
conveyed by agreement inflections. But now that we are using WM individuals to represent
planned actions of attention, this account can be considerably expanded. Note that a WM
individual holds a tonically active representation of a direction of attention, the establish-
ment of a cardinality, and the evocation of a property complex. It is quite plausible that
directions of attention to onesself, to a hearer, or to a third party are encoded differently.
It is plausible that singular, dual and ‘multiple’ cardinalities are encoded differently. And
it is plausible that the interface between planned property complex activations and phono-
logical representations only allows certain general object classes to be expressed. In other
words, the model of WM individuals developed in this chapter, and the proposal that WM
individuals feature in WM episodes, fit very well with the sensorimotor interpretation of
verb raising developed in Section ??. The revised model of WM episodes forms the basis
for a very good account of verb raising and verb inflections.

11.3.1.2 Reafferent consequences in WM episodes

Note that the reafferent sensory consequence of an action of attention is left unspecified
in Figure 11.6. How should the end of a successful attentional sequence be signalled? It is
not possible to refer to a WM individual which has been reactivated bottom-up, because at
any time there may be a large number of these, representing the different objects which the
observer has recently established. Moreover, if a WM episode consists of biases to arbitrary
pathways between pairs of WM individuals, this requires a combinatorial explosion of
pathways. Later in this section I will propose a different solution, which draws on the
other variety of object working memory introduced in Section 10.6: object files. But first I
must address a question which was deferred in Section 10.6: how the notion of object files
relates to the notion of WM individuals.
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11.3.2 The role of WM object representations in action moni-
toring: overview

As summarised in Section 10.6.5, I introduced two quite separate conceptions of working
memory object representations. A WM individual is a static representation, which
serves to link the sequence of perceptual operations required to establish an object at a
single point in time to a location, and to a LTM individual. An object file is a dynamic
representation of a currently attended object over a continuous period of time, which is
associated with a special low-level tracking mechanism, and which supports our conception
of the spatiotemporal continuity of objects, and of events involving their displacement or
change. In the remainder of Section 11.3, I will outline a model of how these two types of
object representation are related. The key idea in the model is to reinterpret ‘object files’ as
representations that play a role in the sensorimotor processes involved in the execution and
perception of actions—whether these be reach-to-grasp actions or locomotion actions—and
more generally in the experiencing of any episode.

I will begin in the current section by giving a high-level account of how object repre-
sentations (both in WM and in LTM) are involved in the process of experiencing an action
(whether as the agent or as an external observer). As just reiterated in Section 11.3.1, this
process is assumed to have a sequential structure. In order to describe the role played by
WM and LTM object representations, it is useful to divide the process into three phases.

In the initial phase, the objects which will be involved in the action are established
one at a time, via focal attention. The first object established is the agent; the second
is the target object. During this phase, each object is assigned a WM individual, which
stores a static representation of the object’s location, and of the object’s properties at the
current time. This WM individual is linked to an LTM individual—either an existing one
(if the object is recognised) or a new one (if it is not). These links are contingent on the
observer’s representation of ‘the current temporal context’. In addition, an object file is
associated with each object. While the WM individual encodes a static memory of the
object’s location, cardinality and category at a particular time, the object file maintains
a dynamic representation of these properties. When each object is focally attended, its
associated object file will be strongly activated (see Section 11.2.3 for the mechanism which
implements this), and the LTM individual representing the object it is tracking will also
be activated. At this point, a temporary association is formed between the object file and
the LTM individual, which lasts for the duration of the action.

In the action monitoring phase, the object files track the objects involved in the action
as these undergo changes, and the action is categorised. As a side-effect of categorisation,
focal attention is returned to the agent. (Recall that the model of object files given in
Section 11.2.3 allows for an object to be tracked both with and without focal attention—
see especially the discussion of Figure 11.4.)

The final phase is the consequent phase, when the action is completed. At this point,
focal attention is reallocated to the patient—again, while both agent and patient are still
being tracked. The consequent phase involves two operations, which are coordinated in
time, and will be discussed at length in Section 11.3.5. One is the operation of replaying
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a working memory representation of the action to episodic memory, which is itself coordi-
nated with the operation of updating the observer’s representation of ‘the current temporal
context’. The second is an operation creating a new WM individual for each object file,
representing the object’s new properties and location in the new context. The new WM
individual might be the same as the one associated with the file in the initial phase; how-
ever, it need not be. The new WM individual is also linked to an LTM individual (in the
updated temporal context). The LTM individual is constrained to be the one associated
with the object file in the initial phase, regardless of the object’s current properties or lo-
cation. This constraint implements the axiomatic continuity of objects undergoing actions
(see Section 11.2).

The above account can be thought of as an elaboration of the accounts of events as
sensorimotor sequences developed in Chapters 2 and 3 and in the current chapter. The
new account provides a new temporal characterisation of the sensorimotor and attentional
states in these sequences. Some of the states involved in representing an action (those
established during the initial and consequent phases) are associated with individual points
in time, while others (those involved in the monitoring phase) are associated with contin-
uous periods of time. The states are linked in the following way. To begin with, the static
attentional states created during the initial phase provide the representations necessary to
transition to a dynamic attentional state. Then, when the action has been monitored to
completion, the dynamic attentional states created during this process in turn provide the
representations needed to transition to another static attentional state.

This temporal characterisation of the sequence of states evoked during action monitor-
ing permits a clear account of how ‘static’ WM individuals relate to ‘dynamic’ object-file
representations, answering the question posed at the start of this section. During the ini-
tial phase, static WM individuals serve to initialise the object files which will be used to
monitor the action. During the consequent phase, the object file representations serve to
create new static individuals to represent the changed objects and link them to appropri-
ate individuals. In summary: by incorporating WM individuals and object files into the
existing model of how actions are experienced, we are able to clearly state the relationship
between them.

11.3.3 Object files and the concepts of ‘agent’ and ‘patient’

Note that by giving object files a role in the process of action monitoring, the above account
adds considerable substance to the notion of object files. When introduced in Section 11.2,
object files were primarily motivated by a special form of object-tracking experiment. Their
ability to represent objects undergoing change was discussed, but there was no detailed
theoretical proposal about their role in perceptual processing. The account just outlined
suggests a specific proposal: the role of object files is to represent the participants in
actions as dynamic entities. According to this proposal, object files are associated with
specific participant roles, such as ‘agent’ and ‘target object’ (for a reach-to-grasp action),
or ‘locomotor’ and ‘target location’ (for a locomotion action).

Associating object files with participants in actions allows an account of object files to be
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grounded in detailed models of action monitoring. We have already given detailed models
of the monitoring of reach-to-grasp actions (see Chapters 2–3) and of locomotion actions
(see Section 13.11). This association sheds useful light on many questions about object files.
For instance, the question of ‘how many separate object files there are’ can be approached
by considering how many separate participants must be tracked when monitoring different
types of action. (Pylyshyn 2001 in fact grounds his conception of FINSTs by asking a
similar question about event monitoring.) In each of the action types we have considered,
the answer is that two object files are required: one to track the agent (or locomotor), and
one to track the target object (or location). Accounts of how other actions are monitored
may require the postulation of more object files. The point is that the question ‘how many
object files are there?’ can be answered with reference to models of action monitoring,
rather than by an arbitrary number deterimed through experiment.

Another advantage of associating object files with participants in actions concerns the
implementation of the tracking mechanism which allows an object file to remain associ-
ated with a referent over changes to its location and intrinsic properties. Recall from
Section 11.2.3 that implementing object files requires the postulation of a separate spatial
map for each individual object file. Our models of action monitoring already require sep-
arate spatial representations for agent and target object or location: agent must be repre-
sented in an environment-centred coordinate system (Section 2.8.3, Section 13.5.3.2), while
a target object must be represented in a body-centred coordinate system (Section 13.2.2.2,
Section 13.7.1) and a target location must be represented in a specialised map of ‘goal
locations’ (Section 13.11.2). If object files are given specific roles in action monitoring, the
postulation of separate spatial maps for each object file is much less unparsimonious than
it originally seemed in Section 11.2.3.

A final advantage of using object files to model the concepts of ‘agent’ and ‘patient’
concerns the way the object file mechanism encodes a combination of focal and sustained
attention. I have argued that monitoring an action involves a sequence of directions of
attention, in which focal actions of attention to agent and patient occupy particular se-
rial positions. But I have also argued that agent and patient must be separately and
continuously tracked throughout the course of an action, in order to represent their spa-
tiotemporal continuity during the action. The object file mechanism provides a way to
reconcile these two apparently inconsistent conceptions of agent and patient. As discussed
in Section 11.2.3, the activity of an object file carries information about both sustained
and focal attention: a certain level of activity indicates that an object is being tracked,
while transitory bursts of activity above this level signal in addition that it is being focally
attended. These bursts provide opportunities to associate particular object files with tran-
sitory representations activated at particular points during action monitoring, even while
several object files are simultaneously tracking separate objects. To illustrate, recall the
important idea that the agent of the cup-grabbing action is reattended to when the ‘grab’
action is established, and that the patient is reattended to when the action is monitored
to completion. Object files can represent these focal actions of reattention, even while
agent and patient are continuously tracked. Figure 11.7 shows the time-course of agent
and patient object file activation during the experience of the cup-grabbing episode. Note
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Figure 11.7: Activation levels of agent and patient object file during experience of the
cup-grabbing episode

that there are two distinct levels of object file activation; the lower level indicates that an
object file has been assigned, and is tracking a salient region; the higher level indicates that
it is being attended to, or reattended to. To begin with, the agent is focally attended to,
and assigned an object file which then tracks it throughout the remainder of the episode.
At the moment it is initialised, it has a high level of activation. (It is at this point that it is
associated with a LTM individual.) Next, the patient is focally attended to and assigned a
different object file in a similar manner, while the agent object file is sustained at a lower
level of activation. Next, the ‘grab’ action is recognised, and as a reafferent consequence,
the agent is reattended to; at this point the agent object file again has a burst of high
activity, allowing additional representations to be associated with the agent via regular
Hebbian associations. Finally, when the action is complete, the patient is reattended to,
and the patient object file is reactivated in its turn, to allow a haptic representation to be
associated with the entity it is tracking.

In summary, the object file mechanism allows us to finesse the dual status of agent and
patient as sequentially ordered attentional operations and as continuously tracked entities.
It is a powerful mechanism for encoding some of the fundamental properties of participants
in actions.

11.3.4 References to object files in WM episodes

The proposal that object files are involved in tracking specific participants in actions opens
up several other useful new ways of representing actions (and episodes in general) in working
memory. If each participant in an action is associated with an object file, these object files
provide methods for individuating participants in WM episodes without reference to their
intrinsic properties. The whole point of an object file is that it is assigned to an individual
on the basis of its location alone, and remains associated with this individual as it moves
or changes. At the same time, if there are distinct, and specialised, object files associated
with the agent of an action and its target object (or target location), then object files are
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able to identify the participants in an action in terms of what role they play in the action.
According to the model being proposed, the first object to be attended is associated with
a particular object file—i.e. is tracked using a particular spatial map (centred on the
environment), and the second object to be attended is associated with a separate object
file—i.e. tracked using a separate spatial map (either a body-centred map or a map of goal
locations). References to object files—i.e. to specific spatial maps—thus permit references
to the participants in an action, in a way which identifies the roles of these participants,
and which is sustained throughout the course of action monitoring, while abstracting away
from their identities.

There are two ramifications of this idea for the represention of WM episodes, which I
will enumerate below.

11.3.4.1 Planned actions and reafferent consequences in WM episodes

My main proposal is that references to object files are included both in the representation
of the attentional actions involved in a WM episode and in the representation of the
reafferent consequences of these actions. When the agent is first attended to, this action
can be represented in two ways: first as the activation of a WM individual (as proposed
in the previous section), and second as the activation of a particular object file (namely
the agent). Moreover, the reafferent consequence of having attended to the agent can be
represented as a state in which the agent object file is active. The action of attention to
the patient can likewise be represented both as the activation of a WM individual, and as
the operation of activating the patient object file, and its reafferent consequence can be
represented as a state in which the patient object file is active. According to this model,
a WM episode for the cup-grabbing episode will be as shown in Figure 11.8. Note that

start

’man−grab−cup’ WM episode

’agent’ object file active

’patient’ object file active

WMI−man1 / activate ’agent’ object file

WMI−cup1 / activate ’patient’ object file

grab

Figure 11.8: A revised WM episode representation, featuring references to object files

WM episodes now make reference to both WM individuals and to object files—i.e. to both
forms of working memory for objects.

Recall that when we extended our model of WM episodes to include reference to WM
individuals (see Figure 11.6), we left open the question of how to characterise the reafferent
sensory consequence of attending to an object. References to active object files provide
a useful way of specifying these consequences. In fact, the WM episode representations
which result are very economical in terms of the number of pathway units which are
needed. Rather than requiring a pathway unit for each possible pair of WM individual
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representations, the number of pathway units is linear in the number of WM individuals,
and proportional to the (very small) number of participant roles. It is thus quite an efficient
way of representing WM episodes.

Note that there is an important difference between the operation of activating an object
file and the state of an object file being active. A WM episode schedules operations: the
first two operations are actions of attention to two objects, and the third operation is
activation of a motor programme. Each action of attention is represented dually, as the
activation of a WM individual and as the activation of an object file. Activating an object
file results in a state in which it is active. But recall that during experience of an episode,
attention can also be allocated to objects as a side-effect of other operations: the operation
of categorising the grasp action reallocates attention to the agent, and the completion of
the grasp action reallocates attention to the target. Thus while the operations of activating
each object file each occur only once during experience, each object file enters an active
state at two separate points.

It is important for each object file to become active twice during replay, to encode the
actions of reattention to agent and patient which occur during experience. Since these
operations are not scheduled, I think we must assume a special mechanism which activates
the agent object file whenever an action category is active, and which activates the patient
object file in the state we transition to after activating an action category. This would
imply that working memory has an inbuilt propensity to associate actions with an agent
object file, and the end state of an action with the patient object file.2

11.3.4.2 References to variables in WM episodes

The idea of referring to object files in WM episodes can be taken one step further. It is
sometimes important to represent an episode in WM in a way which abstracts away from
the details of one or more of its participants—i.e. which specifies participants as ‘variables’
which can match arbitrary individuals. For instance, a query to LTM might take the form
of a WM episode with one participant represented as a variable: Who grabbed the cup?
abstracts over the identity of the agent, while What did the man grab? abstracts over
the identity of the target. There are several other linguistic constructions which feature
episode representations containing variables, notably quantified sentences (e.g. Every man
grabbed a cup). I will discuss these constructions in detail in Sections ?? and ??. For the
moment, I will suggest that references to object files provide a means for abstracting over
WM episode representations in the appropriate ways. For instance, X grabbed the cup can
be represented by a WM episode whose first action is simply the activation of the ‘agent’
object file, with no associated WM individual, as in Figure 11.9(a). It is also possible to
abstract over the contents of both participants of an action, to leave a bare specification
of the ‘argument structure’ of the action, as in Figure 11.9(b).

2I need to introduce this idea much earlier, when the notions of reattention to agent and patient are
first discussed.
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(b)

start

’X−grab−cup’ WM episode

’agent’ obj.file active

’patient’ obj.file active
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(a)

WMI−cup1/activate ’patient’ obj.file

grab

Figure 11.9: (a) WM episode representing ‘X grabbed the cup’. (b) WM episode repre-
senting ‘X grabbed Y’.

11.3.5 The role of object files during replay of a WM episode

One of the key functions of a WM episode is to buffer the sequence of sensorimotor oper-
ations involved in experiencing an event or state so that it can subsequently be replayed.
Replaying a WM episode allows the associated sequence to be stored in hippocampal
episodic memory (Section 3.8.1), or associated with explicit linguistic signals (Chapter 7).
In the last few sections, the notion of a WM episode has been considerably revised to
include reference to rich working memory object representations. These revisions require
us to extend the account of what happens when a WM episode is ‘replayed’. The extended
account is outlined in this section.

In Section 11.3.5.1 I will introduce the idea that an object file holds a ‘memory’ of
events that occur during experience of an episode. This memory is quite circumscribed,
since it relates to a single attentional operation, but nonetheless it contains information
which spans the length of the whole episode. In Section 11.3.5.2 I will consider the replay
of WM episodes to a linguistic medium. In Section 11.3.5.3 I will consider the replay of
WM episodes to episodic memory.

11.3.5.1 Object files and their associated WM individuals

An important idea in the account given in Section 11.3.2 is that each object file involved
in monitoring an action is associated with two WM individuals: one represents the static
properties of the tracked object in the initial phase; the other represents its static properties
in the consequent phase. Introducing some terminology, we can say that by the time an
episode has been monitored to completion, an object file has links both to an initial WM
individual (describing the tracked object as it was in the initial state) and to a new
WM individual (describing it as it now is, in the consequent state). In this section I will
discuss these links in more detail.

The link from an object file to its initial WM individual is quite straightforward to
describe. When an object is attended to, a WM individual is created, and an object
file is strongly activated: the link between the object file to the individual can simply
be thought of as a short-term Hebbian association between an object file and a WM
individual. However, the link from an object file to its ‘new’ WM individual is of quite a
different sort. Recall from Section 11.3.2 that when an observer has finished monitoring
an episode, the object files which track its participants are involved in ‘creating’ new WM
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individuals, representing the new properties of the tracked objects, as these may have
changed during the monitoring process. What is involved in this process of creating a new
WM individual? I suggest that to enable the creation of a new WM individual, an object
file maintains representations of the (possibly changing) cardinality and category complex
associated with the tracked object as well as its location. I assume that at the end of an
episode, a new WM individual is ‘read off’ these representations.

Note that this way of creating WM individuals is quite different from the way they
are created during a ‘regular’ action of attention. A regular action of attention involves
a sequence of operations (activation of a location, then of a cardinality, and then of a
property complex); a WM individual is a working memory device which stores this sequence
(see Section 10.6.3). But the representations maintained by an object file are all held
simultaneously, and a new WM individual is ‘read off’ them at single point in time.

Nonetheless, the operation which reads a WM individual off an object file emphasises
the idea that the process of monitoring an episode also functions as an attentional action.
For instance, as discussed in Section ??, after monitoring a cup-grabbing episode, I end
up in a state in which I am (haptically) attending to the target cup. The grab action can
also be understood as a deployment of (haptic) attention. Since it involves the movement
of a limb, this attentional operation takes much longer than a saccade—but in terms of its
end result, it is quite comparable to a saccade. Similarly, monitoring a locomotion action
can be thought of as an attentional operation. At the end of the monitoring operation, my
attention has been drawn to a new location. Again, the attentional operation is extended in
time, because it requires physical movement through space. But its end result is similar to
that achieved by making a saccade. In summary, the idea that object files have ‘associated
WM individuals’ can be thought of as encoding the fact that an episode-monitoring process
also does service as an attentional operation.

Note that an object file’s link to its initial WM individual is a stored association, while
its link to its new WM individual is a link to the current perceptual state: the new WM
individual is read off perceptual representations. These are quite different operations, which
allow the two WM individuals associated with an object file to be clearly distinguished.

11.3.5.2 Object files and the temporal structure of a replayed WM episode

Consider what happens when an observer experiences an event, creates a WM episode
representing the event, and then replays this episode in simulation. When the episode
is replayed, agent and patient object files will become active at various points. It is
interesting to note that both these object files carry information relating to an extended
period during action monitoring. During replay, when an object file becomes active, this
information becomes available ‘out of sequence’. For instance, the first time an object file
becomes active, we have access to the WM individual representing the associated object
at the end of the action. If the object file represents a tracked group, we might also have
information about a change in the numerosity of this group, as just proposed in Section ??.
Similarly, the second time an object file becomes activate, ‘late’ in the rehearsed sequence,
we have access to the WM individual representing the associated object when it was first
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attended to. These temporal discrepancies are reminiscent of the out-of-sequence signals
which form the basis for the account of verb raising given in Section ?? (and just reiterated
and extended in Section 11.3.1.1). But note that they have a completely different source.
They arise from the storage capacity of object files, not from the storage capacity of WM
episodes. Object files and WM episodes are separate, though related, forms of working
memory. In Section ?? I will suggest that the storage capacity of object files manifests itself
in a different type of long-distance syntactic dependency, connected with the interpretation
of quantifiers.

[I also need to say something about subject-verb agreement in this chapter. It’s not
dealt with earlier.]

11.3.5.3 Replay of a WM episode to episodic memory

The other function of replaying a WM episode is to encode the episode in hippocampal
long-term memory. (This is probably the primary function of the replay operation—I
assume that the mechanism which associates a replayed WM episode with phonological
representations evolved later, co-opting the replay operation for a new purpose.) The
basic model of replay-to-episodic-memory was given in Section 3.8.1.3. To reiterate: during
experience of an episode, the observer evokes a sequence of sensorimotor signals, and stores
it in PFC as a WM episode. The sequence is then replayed to the hippocampus, at a speed
which allows it to be encoded using LTP. Now that the account of WM episodes has been
extended to incorporate WM object representations, this replay process can be described
in more detail.

Encoding an episode in LTM must achieve two related things. Firstly, the content
of the episode must be stored. As discussed in Section 3.7, the hippocampus stores an
episode as a sequence, which echoes the sequence stored in the WM episode. But re-
call from Section 3.6.4.1 that an episode stored in hippocampal LTM needs to reference
LTM individuals, which persist through time, and which can participate in many different
episodes. A WM episode represents objects using WM individuals and object files; when
it is replayed it must activate the appropriate LTM individuals, so that the hippocampus
can build an episode representation which refers to LTM individuals.

Secondly, encoding an episode in LTM must encode the changes which the episode
brings about. Specifically, any changes to the properties of LTM individuals must be
explicitly represented. Recall that the hippocampus encodes the properties of an LTM
individual at particular times through the mechanism of context-gated associations. The
locations of LTM individuals are stored in context-gated links from LTM individuals to
locations (see Section 3.6.4.2). The cardinalities and property complexes associated with
LTM individuals, which can also change, are stored in context-gated links from LTM indi-
viduals to particular WM individuals (see Section ??). I suggest that during sensorimotor
experience, the hippocampus maintains a representation of ‘the current temporal context’,
and this representation is updated after an event is experienced.

I will now give a slightly more detailed account of how a WM episode is replayed to
hippocampal LTM. The main new idea is that the operation of replaying a WM episode to
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the hippocampus is synchronised with the operation of updating the hippocampal repre-
sentation of the ‘current temporal context’, in a way which allows changes in the properties
of LTM individuals to be encoded at the same time as the content of the event itself is
encoded.

I will use our example event The man grabbed a cup to illustrate. In working mem-
ory, this event is stored as a WM episode which schedules a sequence of three operations:
first, activation of an agent object file representing the man; next, activation of a pa-
tient object file representing the cup; finally, activation of the ‘grab’ motor programme.
As discussed in Section 11.3.5.1, each object file maintains representations of the current
properties of its tracked object, which allow a new WM individual (its ‘new WM indi-
vidual’) to read off at any time. I will denote these WM individuals WMI mannew and
WMI cupnew. Each object file is also associated with an LTM individual, which I will de-
note LTMI man and LTMI cup. When the WM episode is replayed to the hippocampus,
the hippocampus must encode the episode itself, as the sequence LTMI man, LTMI cup,
grab. It must also update the current temporal context, and record any changes to the
stative properties of the two LTM individuals.

To begin with, note that the initial properties of the man and the cup are encoded in
LTM before rehearsal of the WM episode even starts. When the man and the cup are first
attended to (in the ‘initial phase’), they are each associated with a WM individual. These
WM individuals are immediately associated with LTM individuals in the current temporal
context; this operation is part of ‘recognising’ the objects involved (or of creating new
LTM individuals if they are not recognised). These LTM individuals are also associated
with object files. The rest of the episode is then monitored, and a complete WM episode
is created, ready to be replayed.

The first operation in the replayed sequence is defined dually as the operation of acti-
vating the agent object file, and of activating the WM individual representing the man
(see Figure 11.8). Object files are associated with LTM individuals, so this operation also
activates LTMI man. The ‘man’ WM individual is also linked to LTMI man in the intial
context, so LTMI man is activated via this route too. The second operation is defined as
the activation of the patient object file and the ‘cup’ WM individual, both of which ac-
tivate LTMI cup in a similar way. The final operation is the activation of the ‘grab’ motor
programme. I assume that the hippocampus associates the current temporal context with
the sequence LTMI man, LTMI man, grab, so that re-evoking this context will result in
the sequence being replayed (see Section ??).

At the end of a replayed WM episode, the agent and patient object files are each
reactivated in turn (see Section 11.3.4.1). I now suggest that these reactivations have a
special role in encoding the new properties of the agent and patient in LTM. In the scheme
I propose, the hippocampal representation of ‘the current context’ is updated before the
reactivations take place. When the agent object file is reactivated, a special operation
links its associated LTM individual (LTMI man) with the WM individual representing
the man’s current state (WMI mannew), in the updated context, and when the patient
object file is activated, a similar operation links LTMI cup to WMI cupnew in the updated
context. Thus the process of replaying the WM episode drives the LTM encoding of the
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episode itself, and of the changes which it brings about. Note that the ‘special operation’
reading out an object file’s new WM individual when it is reactivated is an additional
stipulation. But the reactivation of the object file itself, and the consequent reactivation
of its associated LTM individual, both follow from the existing mechanism.

11.4 The syntax of the DP-clause interface

11.4.1 The role of variables

Basic idea: a verb’s arguments are given as variables, which must bind to the referents
which are introduced by DPs (see somewhere in Chapter 10). Refer to the ‘slot-filling’
operation described in Section 6.2.5.3.

11.4.2 Quantifier raising

11.5 A sensorimotor account of the DP-clause inter-

face

11.5.1 A sensorimotor interpretation of variables

11.5.2 A sensorimotor interpretation of quantifier raising: first
pass

Also refer forward to Section 12.6.2.

11.6 A processing model of the DP-clause interface

In Chapter 7, I presented an account of how the sensorimotor sequence associated with
a reach-to-grasp action is transformed into a sequence of words. The basic idea was that
the sequence is stored in a PFC sequence plan (a ‘WM episode’), and then replayed, in a
mode which allows a sequence of phonological expressions to be read out. ‘Read-out’ was
performed by a special-purpose LF-to-PF mapping network, taking as input a sequence
of sensorimotor signals evoked in a range of different sensorimotor and working-memory
media, and delivering as output a sequence of words.

The account in Chapter 7 assumed a simple model of objects, in which attending to
an object evokes a single sensorimotor representation: say a category like ‘man’ or ‘cup’
in IT. In the current chapter I have presented a much more complex model of object
representations: the processes involved in attending to objects generate working mem-
ory representations of their own, including WM individuals (stored attentional sequences)
and object files (encodings of information gathered during sustained tracking operations).
The account of how rehearsing a WM episode generates a sequence of words must be
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considerably extended. The extended account must explain how DPs can be multi-word
expressions, with their own internal syntactic structure. And it must provide the basis for
a model of the complex syntactic relationship between DPs and clauses.

One thing to note is that working memory now contains several stored sequences, not
just one, since attentional operations are associated with stored sequences. While these
sequences are all stored simultaneously in working memory, they must be ‘read out’ as a
single sequence of words, because language is a linear medium. My basic proposal is that
the operation of ‘reading out’ a WM episode invokes lower-level operations of ‘reading out’
individual attentional sequences (i.e. of rehearsing WM individuals) at particular points. I
suggest that producing a DP at a certain point in a sentence involves temporarily changing
the control of the rehearsal operation, to suspend rehearsal of the episode-level sequence
while an attentional sequence is rehearsed, and to configure the LF-to-PF mapping network
to receive its input from a different source during this process. The LF-to-PF mapping
network continues to receive a stream of sensorimotor and working-memory representations,
from which a stream of words is generated—however, the source of this stream has changed.
When rehearsal of the attentional sequence is complete, control is reverted to the episode-
level sequence.

What operations trigger the changes in control which allow attentional sequences to be
read out? I suggest that object files are the key structures. Recall from Section ?? that the
agent and patient object files each become strongly active at two points during the rehearsal
of an episode-denoting sequence. I propose that each of these points is an opportunity to
enter a special mode of control in which an attentional sequence is rehearsed. A language
learner has to learn which of the two opportunities should be taken for each object file,
and which should be ignored.

When the activation of an object file does trigger the rehearsal of an attentional se-
quence, the sequence which is rehearsed must obviously be one which relates to the acti-
vated object file. Note that there are two possibilities here. As described in Section 11.3.5.1,
an object file is associated with two WM individuals, one depicting the tracked object as
it was in the initial state, the other depicting it as it is in the consequent state. Per-
haps different types of episode require different ways of depicting participant objects. For
instance, maybe the consequent-state WM individual should be used when reporting an
episode of object creation (John made A CAKE ), while the initial-state WM individual
should be used when reporting an episode of object destruction (John smashed A GLASS ).
Note that this proposal trades on the fact that object files carry ‘out-of-sequence’ informa-
tion, as discussed in Section 11.3.5.2. Thus in John smashed a glass, an initial-state WM
individual is used to depict the smashed object, even though the referring expression is
read out ‘late’ during rehearsal of the episode. In Section ?? I will argue that quantified
noun phrases (e.g. Most dogs) result from reading out the information about numerosity
change associated with an object file (see Section ??). This information is also read out
out-of-sequence: the two numerosities whose proportion is conveyed are associated with
the initial and consequent states.
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11.7 Summary

In Section 11.3, I gave an account of how working-memory object representations are
involved in monitoring episodes, and subsequently in representing them. Object files are a
key construct in this account: my main proposal is that while an episode is being monitored,
its participants are represented as object files, which can support changes to the location
and/or properties of objects which might take place during monitoring. Object files thus
provide the basis for the spatiotemporal continuity of objects during episodes. In addition,
once an episode is monitored to completion, object files provide a mechanism for referring
to its participants using the properties they have at the start of the episode or those they
have at the end. In the next chapter, object files will feature in a sensorimotor account of
the ‘arguments’ of verbs and of their associated thematic roles.
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Chapter 12

A sensorimotor interpretation of
predication, quantification and
relative clauses

12.1 Introduction

In the book so far, I have restricted my attention to a single type of clause: a transitive
clause, describing a simple action. In the next two chapters, I will (finally) consider some
other clause types. In the current chapter, I will focus on predicative clauses: clauses
which predicate properties of individuals. Predicative clauses describe states of affairs,
rather than events. In English, they are realised using the special verb be, often termed
the copula. Some examples of English predicative clauses are given below:

(12.1) John is happy.

(12.2) Fido is a dog.

The perceptual processes involved in apprehending that an object has a certain property
are somewhat distinct from those involved in apprehending an event. And the long-term
memory structures used to store properties of objects are also quite distinct from those used
to store events. Analogously, the syntax of a predicative clause is somewhat different from
that of a transitive clause describing an action. However, in each case there are still some
similarities. On the syntactic side, the LF of a predicative clause has a right-branching
structure, just like that of a transitive clause. On the sensorimotor side, the processes
involved in noticing that an object has a certain property have a strong characteristic
sequential structure, just like those involved in experiencing a transitive action. I will
argue that the general sensorimotor interpretation of LF proposed in Chapter 5 carries
over very neatly to the domain of predication.

In the first part of the chapter, I propose a sensorimotor interpretation of basic pred-
icative clauses. I begin in Section 12.2 by introducing a more detailed model of object
categorisation, which includes an account of how individual properties of an object can be
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apprehended by themselves. In Section 12.3 I introduce a model of semantic memory:
‘memory for facts’, including facts about the properties of individual objects, and facts
about the typical properties of objects of particular types. In Section 12.4 I present a
model of the syntax of predicative sentences, as usual adopting a Minimalist standpoint.
And in Section 12.5 I propose a sensorimotor interpretation of the LF of a basic predicative
sentence. This interpretation is consistent with the basic proposal from Chapter 5, that
an LF structure describes a replayed sensorimotor sequence.

In the second part of the chapter, I extend the sensorimotor account of predication
to cover two other core syntactic topics: quantification and relative clauses. The model
of quantification which I develop draws on the account of semantic memory given in Sec-
tion 12.3. In the basic account, semantic memory is a system of associations between
LTM individuals and properties: storing the fact that an object has a particular prop-
erty consists in strengthening the association between a particular LTM individual and a
particular property. I begin in Section 12.6 by giving a preliminary account of quantifi-
cation in semantic memory, which draws on the idea that a property can function as a
cue to retrieve a whole set of LTM individuals from semantic memory, rather than just a
single individual, and that the operation of property-level IOR can be invoked to inspect
the interesting properties of groups of individuals as well as of single individuals. In Sec-
tion 12.7, I extend the model of semantic memory, in a way which allows episodes to be
stored in semantic memory as well as regular perceptual properties. In Section 12.8 I give
a more complete model of quantification in semantic memory, which allows for quantified
propositions about episodes, and also supports multiply quantified propositions. Finally,
in Section 12.9, I make some suggestions about the semantic origins of relative clauses,
which extends the new model of semantic memory one step further.

12.2 An extended model of object categorisation: prop-

erty complexes, categories and competition

In this section I will outline a more detailed model of what is involved in the process of
‘object categorisation’. Until now, object categories have been treated as discrete, localised
representations; but this is obviously a very big simplification. When an observer visually
establishes an object, a complex pattern of activation is evoked in inferotemporal cortex,
and throughout visual cortex. What counts as a ‘category’ representation within these
media?

The literature on categorisation is a vast one; some useful entry points are Logothetis
and Sheinberg (1996) and more recently Cohen and Lefebvre (2005). I will simply note
three of the main findings to emerge in this literature. Firstly, a category is likely to be
an assembly of units in different modalities, incorporating representations of shape, colour,
visual texture, size and other multimodal properties (see e.g. Pulvermüller, 2001; Bar et
al., 2001). These properties become associated together through Hebbian learning, due
to their common co-occurrence (see classically Hebb, 1949). Secondly, there is likely to

383



be some internal structure to these category assemblies, with some properties being more
closely connected than others (see classically Rosch and Mervis, 1975; Rosch, 1978, and
more recently and more recently Huyck, 2007)). Thus there are likely to be some visual
stimuli which are especially prototypical of a given category, having only those properties
which are most closely associated. Thirdly, it seems likely that when we establish an
object, we evoke a set of properties which extends well beyond those which identify it as
a certain category, which we might think of as our ‘visual concept’, or ‘imagery’, of that
specific object (see e.g. Kosslyn et al., 1995; 2006). When we look at two dogs, we can
recognise the difference between them, even if we identify them both as dogs. In fact,
the set of properties which are evoked when an object is established goes quite some way
towards individuating the object. Naturally, it does not go all the way. It is still possible
that two objects are ‘perceptually indistinguishable’, and evoke exactly the same complex
of properties, and can only be individuated by their location. But it is certainly possible
for the perceptual system to deliver distinct representations of two objects even if they
have the same dominant type. A model of visual properties must support both a notion of
structured categories, and a notion of the rich property complexes that represent individual
objects.

The model I propose uses the mechanism of competition between properties, plus a no-
tion of property assemblies, to support these two demands. It is illustrated in Figure 12.1.
There are two layers. The property complex layer represents all the (visual) properties

retina

classification system

Fido

property complex layer

property competition layer

brown
dog

dachshund

hairy
lively

cat

Figure 12.1: A model of object categorisation, including the property complex layer

of an attended object, including the ‘shape’ properties evoked in IT, but also properties
evoked elsewhere in visual cortex. Units in this layer project one-to one to the property
competition layer. There are inhibitory connections between units in the property com-
petition layer, but not between those in the property complex layer. However, offsetting
these inhibitory connections are excitatory connections formed through Hebbian learning.
These connections create assemblies of units in both layers, which are depicted by the
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groupings of units in the figure. Some of the assemblies in the property competition layer
represent object categories—the kind of things which are denoted by common nouns.
There can be hierarchical structure in these categories; for instance, ‘dog’ is one compo-
nent of the ‘dachshund’ category. Other categories are very distinct; for instance ‘dog’
and ‘cat’. There are also assemblies in the property competition layer which do not de-
note ‘complete’ categories, which I will term adjectival properties, for instance ‘hairy’,
‘brown’ and ‘lively’. Some of these are components of categories: thus ‘brown’ is a com-
ponent of ‘dachshund’, and ‘hairy’ is a component of ‘dog’ (and thus of ‘dachshund’ also),
but they need not be: thus ‘lively’ is not strongly related to any category. I will refer
to the assemblies which can be evoked in the property competition layer collectively as
perceptual properties. I will discuss categories and adjectival properties in more detail
in Sections 12.2.1 and 12.2.2.

Note that the structure of these property assemblies is echoed in the property complex
layer. However, the property complex layer also has larger assemblies which identify indi-
vidual objects, such as Fido, which is a particular combination of properties. I will discuss
these assemblies in Section 12.2.3.

12.2.1 Object categories

What constitutes an object category, like ‘dog’ or ‘cat’ or ‘dachshund’? I propose that an
object category is an assembly which can emerge in the property competition layer when an
object is first established. Assemblies which can achieve this must have two characteristics.
Firstly, they must be strongly evoked by visual input. I assume that the assembly ‘lively’ is
not a category because whenever it is evoked, there is always another assembly that is more
strongly evoked, and thus dominates in the property competition layer. Secondly, they
must be complete assemblies. ‘Brown’ and ‘hairy’ may be very strongly evoked by visual
input, but they form components of larger assemblies, and it is these larger assemblies which
become active when objects are first established. The assemblies ‘dog’ and ‘dachshund’
are categories, because their component properties have the right combination of being
strongly evoked by visual input, and being strongly associated with each other. (There
are several reasons why ‘dog’ might emerge in preference to a more precise category like
‘dachshund’. For instance, there might not always be a more precise categorisation: the
observer might not recognise certain specific types of dog, or might be classifying a group
of dogs of different kinds, in which case the category ‘dog’ identifies what they all have in
common.)

12.2.2 Adjectival properties, and the property-IOR operation

What constitutes an ‘adjectival’ property, like ‘lively’ or ‘hairy’? These must still be pos-
itively defined, as assemblies of co-occurring properties. To define adjectival properties, I
will introduce another important operation, which is the inhibition of the currently dom-
inant property assembly in the property competition layer. The basic inhibition-of-return
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circuit has been seen several times: there are inhibitory connections from units in the prop-
erty competition layer to their corresponding units in the property complex layer. I assume
that there is a special operation, which I will call property-level inhibition-of-return
(property-level IOR), which enables these inhibitory connections, and causes the corre-
sponding assembly in the property complex layer to be inhibited. Another assembly will
then emerge in the property competition layer.1 Importantly, the next assembly to emerge
can be either another category or an adjectival property. Recall that an adjectival prop-
erty is not able to emerge as a winner in its own right in the property competition layer.
However, it can emerge if the dominant assembly (which is always a category) is inhibited.
Say we establish an object as a dog, and then inhibit the dominant ‘dog’ category in the
property complex layer. Let us say that the established dog was unusually hairy (for a
dog). I assume that the property assembly ‘hairy’ could then be the new winning assembly
in the property competition layer.

Note that the assembly which emerges in the property competition layer after property-
level IOR could also be another category. For instance, after inhibiting ‘dog’ in the above
case, it may be that the category ‘dachshund’ emerges as the new winning assembly. This
category might still include properties from the inhibited ‘dog’ category, because the ‘dog’
category is part of the ‘dachshund’ category, and the dachshund-specific properties will try
to activate them on this basis. But these properties will be de-emphasised in relation to
the dachshund-specific properties, because of the inhibition they are receiving.

What is the purpose of property-level IOR? Essentially, it is an operation which allows
an observer to ‘attend’ to specific properties of an established object. Because of the
inhibitory nature of the operation, the properties which are attended to will be those
which maximally distinguish the object from the prototypical instance of its category—
i.e. which distinguish it most strongly from the objects which it ‘most resembles’. Note
that the operation is well-suited to support the refinement or elaboration of the observer’s
system of categories and properties, and can underlie the creation of new subtypes of a
given type, or new properties which can be possessed by objects of different types.2

To anticipate Section 12.5: I will argue that the property-level IOR operation is the
denotation (or rather, one of the denotations) of the verb be. Stative sentences which
describe the properties of an object (e.g. X is hairy), or which classify an object (e.g. X
is a dachshund), will be understood as descriptions of property-level IOR operations. The
noun phrase which is introduced by be is typically analysed as denoting a property, like an
adjective, rather than as fulfilling a ‘referential’ function; the notion of property-level IOR
will play a useful role in accounting for this property-denoting use of noun phrases.

It is useful to consider property-level IOR in relation to the other forms of self-inhibition

1Another way of modelling this self-inhibition operation would be to use a single layer of units, and
assume some form of habituation or fatigue which inhibits units. This type of inhibition can be implemented
in an extension to a regular Hopfield network, allowing it to cycle through a sequence of attractor states
(see e.g. Treves, 2005). However, the inhibition operation in such cases is automatic—habituation cannot
be ‘disabled’. I am using two layers to allow a similar effect to be achieved via an explicit cognitive
operation, which can be ‘selected’ among a set of other possible operations.

2Is this idea of property-level IOR already out there? If so, I need to cite the original idea.
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which we have introduced so far. Regular ‘spatial’ IOR consists in shifting attention to
a different spatial location (see Section 2.4.5). Another form of IOR is to inhibit the
spatial frequency currently being used to provide input to the object categorisation system
(see Section 10.5.4). Note that the attended location is not changed here; the current
location is simply reparsed at a different spatial frequency by the categorisation system,
allowing for the posssibility of ‘group classification’. Another form of IOR is to change
the saliency map which is currently being used to control shifts in visual attention (see
Section 10.8.3.1). This allows us to ‘zoom in’ to the currently attended object, by adopting
a saliency map of locations within this object, or to ‘pull back’, and treat the whole of the
currently active saliency map as a single object in a larger saliency map. By comparison,
with these operations, property-level IOR is just another self-inhibition circuit in the visual
system. The fact that the same basic circuit has multiple different uses within the system
is an attractively parsimonious feature, especially if each circuit can be associated with a
particular linguistic phenomenon.

12.2.3 Individual objects and assemblies in the property complex
layer

Due to its competitive nature, the property competition layer only ever holds a partial
representation of an individual object’s properties. However, a much richer representation
is held in the property complex layer. As already mentioned, I assume that assemblies in
this layer can go some way towards individuating individual objects. In this section, I will
discuss these individual-denoting assemblies in some more detail.

For one thing, assemblies of properties in the property complex layer might provide a
way for representing the ensemble of an object’s current properties, even if these are not
all perceivable simultaneously. For instance, such an assembly may be able to represent
perceptual properties of the front and the back of an object simultaneously, even if these
cannot be perceived simultaneously. Recall from Section 11.2 that Kahneman and Treis-
man’s model of object files required a mechanism for representing the nonvisible properties
of an object currently in view. The property complex layer can be thought of as provid-
ing this mechanism. Of course, it is very important to distinguish between changes in an
object’s manifest properties which are just due to perceptual actions, and changes which
result from actual changes in the object. I will assume that an assembly in the property
complex layer can group properties of an object which are perceived at successive moments
in time, provided its properties do not actually change during the interval between these
moments. Distinguishing between ‘actual change’ and purely ‘epistemic change’ presum-
ably requires reference to the observer’s perceptual operations (understood in a wide sense,
encompassing movements and directions of attention); I will not attempt to go into de-
tails. But note that any ‘actual change’ in the object constitutes an event, and should be
registered using the kind of change-detection mechanisms discussed in Section 11.3.

If a property complex can represent non-visible properties of an attended object, then
we can see how it is that a rich representation of the properties of the object could be
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evoked by completion, if a sufficiently distinguishing set of properties is activated bottom-
up. The completion operation would effectively implement a form of ‘visual inference’
about an attended individual object’s hidden properties.

12.3 Semantic memory: memory for the properties of

objects

In Section 11.3 I outlined an account of the relationship between object and episode rep-
resentations. This account focussed on working memory, describing how working memory
object representations (object files and WM individuals) participate in WM episode repre-
sentations. In this section I will argue that objects and episodes are also related together
in long-term memory, as part of the so-called ‘semantic memory’ system. Semantic mem-
ory is typically very broadly defined, encompassing several different types of declarative
knowledge. I will argue that one variety of semantic memory is implemented through direct
long-term associations between LTM objects and property complexes.

12.3.1 Episodic and semantic memory

As briefly mentioned in Section 3.6, there are traditionally thought to be two forms of
declarative long-term memory: ‘episodic memory’, which holds sequences of episodes wit-
nessed by the agent, and ‘semantic memory’, which holds ‘facts about objects’ (Tulving,
1972).

Episodic memories are tied to specific spatial and temporal contexts, and thus encode
token events. Evoking a context enables recall of the event which happened in that context,
which in turn allows an updated context to be activated and the next event to be recalled—
thus episodic memories have a temporal sequential structure.

Semantic memory is memory for ‘facts about objects’. It is normally understood quite
broadly; for instance, it encompasses facts about the perceptual properties of objects (such
as ‘X is a dog’, or ‘X is brown’), as well as more derived ‘encyclopaedic’ properties (e.g.
‘X is the capital of Sweden’). Items stored in semantic memory often generalise over
spatiotemporal contexts, rather than being tied to specific contexts. Rather than being
indexed to contexts, they are often understood as being indexed to objects (citations needed
here). Thus semantic memory allows us to activate an object representation and retrieve
‘facts about’ this object.

Importantly, semantic memory also permits generalisations over objects to be expressed.
There are two interesting kinds of fact which generalise over objects. Generic facts identify
the typical properties of individuals of particular types: for instance ‘birds can (typically)
fly’. Another group of facts, which we might call finitely quantified facts, identify
properties which are shared by particular groups of individuals: for instance ‘both of
my children like cheese’. Both types of generalisation can be restricted to given spatial or
temporal contexts, provided these are not specific enough to individuate a single fact. Thus
it is fine to say ‘last Tuesday people typically woke up early’ (provided the context identifies
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many people), or ‘last Tuesday John was normally grumpy with his clients’ (provided
the context allows there to be many clients, and thus many opportunities for him to
be grumpy), but it is odd to say ‘last Tuesday John typically woke up early’ (because
John is unlikely to wake up sufficiently many times in the selected context to warrant a
generalisation about the event).

12.3.2 A simple model of semantic memory

In this section I will outline a simple account of semantic memory. The account has the
same organisation as the account of episodic memory given in Chapter 3. I will begin
in Section 12.3.2.1 by discussing the structure of semantic memory; in Sections 12.3.2.2
and 12.3.2.3 I will discuss the processes whereby items are stored in and retrieved from
semantic memory.

12.3.2.1 The structure of semantic memory

Recall that semantic memory is a collection of facts about objects. I propose thinking
about semantic memory in general as a set of direct, long-term associations between LTM
individuals and a variety of other representations which encode ‘properties of objects’.

To begin with, I will focus on simple perceptual properties, of the kind which are directly
evoked during perceptual categorisation. The relevant notion of property was introduced
(for the visual modality) in Section 12.2, in the extended model of visual categorisation
given there. In that section I introduced two layers of visual properties: a property
complex layer, representing a rich ensemble of an established object’s properties, and a
property competition layer, representing the same properties, but in a mode enforcing
the competitive selection of a single assembly of properties. My basic proposal is that
semantic memory consists of direct associations between LTM individuals and units in the
property complex layer. In fact, we have already posited the existence of such associations:
in the revised model of LTM individuals given in Section 10.8.3.4, each LTM individual
is assumed to be linked to a particular set of units in the property complex layer. The
idea is illustrated in more detail in Figure 12.2. The main new element in the model of
semantic memory which I will introduce here concerns how these associations are created,
or strengthened.

12.3.2.2 Predicative propositions and the formation of semantic memories

The associations between LTM individuals and property complexes which were discussed
in Section 10.8.3.4 are all created simultaneously. When an object is established, a prop-
erty complex is activated, and the whole complex is then associated with a given LTM
individual. However, there are also situations where particular properties or categories
are registered: for instance, when an observer registers that ‘X is a dachshund’, or ‘X is
brown’: these are the cases I will focus on here. There is evidence that ‘noting’ a property
helps encode the property in memory: for instance, if a subject’s attention is drawn to a
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Figure 12.2: The structure of semantic memory: associations between LTM individuals
and property complexes

property, this property is more readily recalled (citation needed). We need a model of how
‘specific properties’ are encoded in semantic memory.

Recall from Section 12.2 that the function of the property competition layer is to iso-
late specific properties of an individual from a complete property complex. The kinds
of assembly which can appear in the property competition layer when an object is first
established were termed ‘categories’; the others, which can only be activated in the prop-
erty competition layer after the currently dominant property assembly is inhibited, were
termed ‘adjectival properties’. The operation of inhibiting the currently dominant property
assembly, or ‘property-level IOR’, was invoked to allow a method of attending to particular
properties of an object—specifically, those properties which most strongly distinguish it
from other objects of its type. I suggest that the property-level IOR operation has side-
effects in the semantic memory system, strengthening the association between an LTM
individual and the newly-evoked properties, in a way which emphasises these properties in
the individual’s property complex.

The observation that a particular individual has a certain property (e.g. ‘X is a
dachshund’, or ‘X is brown’) is a proposition—something which requires a whole clause
to be expressed linguistically, just like the cup-grabbing episode. What are the cognitive
processes which underlie these propositions? I want to retain the idea from Chapter 2,
that ‘propositions’ are sequences of cognitive operations. Consider a very ‘concrete’ item
in semantic memory: for instance, an association between an LTM individual (say a dog)
and a colour property (say ‘brown’). I assume that the process involved in registering that
‘the dog is brown’ has internal sequential structure. Specifically, I assume that it comprises
three operations: firstly an action of attention to the dog; secondly the execution of the
property-level IOR operation, which evokes the most distinctive perceptual properties of
the dog, and finally, the evocation of one particular property, ‘brown’.

This sequence of representations must somehow have the effect of creating or strength-
ening associations in semantic memory. If we were encoding an action or event in episodic
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memory, we would store the sequence in working memory, and then replay it for storage
in the hippocampus. In the case of a sequence involving property-level IOR, I suggest
that we create a working memory sequence, just as for an episode, but that when this
sequence is replayed, the IOR operation functions to initiate a different form of storage,
which involves strengthening associations in semantic memory, rather than adding an item
to episodic memory.3

The first element in the replayed sequence is the activation of an LTM individual. When
the second element, the IOR operation, is detected, I suggest this functions to retain the
active LTM individual, and to move into a mode where any subsequently evoked property
will be associated with this individual. The final element in the replayed sequence is a
property, which will thus be associated with the retained individual.

Note that semantic memory consists of associations between LTM individuals and units
in the property complex layer. ‘Specific properties’ are assemblies in the property com-
petition layer: we do not want these assemblies to be directly linked to LTM individuals.
Rather, we want activation in these units to enable associations to be made between LTM
individuals and the corresponding units in the property complex layer. A network which al-
lows this type of strengthening is shown in Figure 12.3. (The red ‘gate’ connections should

property competition layer

property complex layer

LTMI

Figure 12.3:

be thought of as enabling plasticity in specific synapses, as well as just gating information
flow.) When a unit is active in the property competition layer, it enables plasticity in the
synapses of its associated unit in the property complex layer. Thus when a given LTM
individual is active, and a particular pattern is active in the property competition layer,
associations are strengthened between the LTM individual and the associated pattern in
the property complex layer. The effect of this is to emphasise a particular property in the
property complex related to this individual.

12.3.2.3 Retrieval of semantic memories

If the property-level IOR operation is what causes semantic memories to be stored, a ques-
tion then arises as to how they are retrieved. As in Section 3.8.2, it is useful to distinguish

3More generally, I would like to suggest that the distinction between episodic and semantic memory
is at the root of the distinctions between ‘states’ and ‘events’, which semanticists typically distinguish by
means of ontological primitives.
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between ‘recognition’ and ‘recall’ memory retrieval tasks. Recognition involves presenting
a complete proposition as a memory cue, and determining whether this proposition was
stored in memory. Recall consists in presenting a partial proposition as a cue, and using
memory to complete the proposition. I will focus on recall in this section.

There are two possible kinds of recall for semantic memory. One consists in presenting
a property as a memory cue, and activating LTM individuals which have this property.
The other consists in presenting an LTM individual as a cue, and retrieving the properties
associated with this individual. I will consider these cases in the remainder of this section.

Properties as memory cues: activating groups of LTM individuals Semantic
memory stores many-to-many associations between properties and LTM individuals. This
means that if we activate a particular property as a memory cue, we will activate all the
LTM individuals which have that property. ‘Activating a property’ consists in activating an
assembly in the property competition layer. This also gates open the associations between
the corresponding assembly in the property complex layer and the set of LTM individuals.
If we assume that activation flows from property competition units to property complex
units when a property is presented as a memory cue, then activating a property will activate
all the LTM individuals which have this property as part of their property complex.

The retrieval of a group of individuals which all share some property is another form
of ‘attention to a group of individuals’, which in some sense is a memory analogue of
perceptual ‘group classification’. In each case, the observer establishes a group of objects,
which are all of the same type. In each case, therefore, we can represent the established
group with a plural noun (e.g. dogs). There are some apparent disanalogies, though. In
group classification, the classified group is associated with a region in a saliency map, and a
sub-saliency map is created to represent this region, whose locations represent individuals
in the group. This saliency map allows individual members of the group to be attended to
in turn, and can be used to obtain a measure of the cardinality or numerosity of the group.

Clearly in a situation where a group of objects is retrieved from semantic memory,
there is no concrete spatial component to the state of attending to a group. However, it is
often suggested that something quite similar to a spatial representation is used to represent
groups of individuals recalled from semantic memory, supporting operations such as the
partitioning of individuals into different groups according to their properties, or iterated
attention to each individual in turn. (The idea of placing individuals recalled from memory
into ‘spaces’ is particularly explicit in Johnson-Laird’s (1983) theory of ‘mental models’.)
I will assume that when a property is used to recall a group of LTM individuals from
semantic memory, the activated individuals are associated with points in a saliency map,
which can be explored in the usual way by inhibition of return, and whose numerosity can
be directly assessed.

[I will also assume that the group of retrieved individuals is associated with a WM
individual, and perhaps with an object file, but I’m not sure how that story goes yet.]

392



LTM individuals as memory cues An LTM individual must also be able to function
as a memory cue. In this scenario, the observer activates an LTM individual, and thereby
retrieves an associated property complex.

To begin with: how can an LTM individual become active? One method is through
perception: if an object is established, the perceptually evoked property complex and
location can be sufficient to activate an LTM individual, as described in Section ??. In this
case, ‘retrieving’ the property complex associated with the object is a matter of completing
the cue pattern. However, LTM individuals can also become active in memory mode. For
instance, an event in episodic memory is stored as a sequence of representations, some of
which are activations of LTM individuals (see Section ??). Similarly, we can use properties
as cues to activate a group of LTM individuals, as just described. Assuming we create an
abstract ‘space’ to support selective attention to members of this group, as proposed above,
we can also activate LTM individuals by cycling through a set of individuals activated by
querying semantic memory with a property cue. In both cases, when an LTM individual
is activated, its associated property complex will be activated.

Note again that there are two ways of activating an LTM individual: one is perceptually,
and one is via a memory operation. In each case, the observer ends up with an active LTM
individual, and an active property complex. And in each case, an activated LTM individual
is associated with a location in a saliency map, whether this represents a point in physical
space, or a point in an abstract space of items retrieved from memory.

Having established an LTM individual, I suggest that its properties can be attended
to selectively, just as they can in perceptual mode, by executing the property-level IOR
operation. The distinguishing properties which this operation reveals are most likely to
be properties which were noted at the time it was encountered perceptually. But it is also
possible to recall distinguishing properties which were not noted perceptually, even though
these will probably not be so salient in the property complex.

12.4 The syntax of predication

This needs to draw on Moro and Heycock.

12.5 A sensorimotor interpretation of predication and

properties

Say something in here about the verb be (the copula) denoting property-level IOR.
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12.6 Quantification and the semantic memory sys-

tem: a preliminary account

As mentioned in Section 12.3.1, one of the key characteristics of semantic memory is that it
supports generalisations over individuals. In this section, I will give a preliminary account
of how quantified propositions are represented in the semantic memory system. This
account will deal with quantified sentences expressing that a group of individuals have a
particular property: for instance, Most dogs are brown or Many dogs are black. A more
detailed account of quantification is given in Section 12.8.

12.6.1 The basic idea

[This section needs to be fleshed out.]
I suggest that underlying the quantified proposition ‘Many dogs are black’ is a sequence

of two operations accessing semantic memory. The first operation is the presentation of
a property (‘dog’) as a cue to semantic memory, which results in the establishment of a
group of LTM individuals. As a result of this operation, each of the active LTM individuals
activates its associated property complex in the property complex layer. The resulting
pattern of activation is a reflection of the combined properties of the activated set of dogs.
From these combined properties, a single property is selected in the property competition
layer. It is to be expected that the first property to be selected will be the category ‘dog’,
because it was on the basis of this property that the individuals were selected.

The second operation is the inhibition of this dominant property, i.e. property-level
IOR. This is the crucial operation for quantification. At this point, the new property which
emerges in the property competition layer will be a reflection of the idiosyncratic properties
of the activated individuals seen as a group. There are two separate reasons why a property
may compete strongly after inhibition of the dominant ‘dog’ category. One is that there
are several LTM individuals which have a particular idiosyncratic property. (The more
LTM individuals which have it, the more strongly it will be activated.) Another is that
the property may be highly idiosyncratic. (All other things being equal, properties which
are very unusual for dogs will be more more strongly activated, or at least less strongly
inhibited, than those which are less unusual.) Thus the winning property may be possessed
by a large number—possibly all—of the activated LTM individuals, or it may be possessed
by a small number of them, if it happens to be very unusual.

Note that quantified propositions provide some information about the number of LTM
individuals which possess the winning property. (‘All the Xs are Y’ indicates that they all
do; ‘Some of the Xs are Y’ indicates (roughly speaking) that a small number do, and so on.
I will not attempt to give definitions of the cardinalities or proportions which are picked out
by the different quantifiers; however, it is important to consider the mechanism which allows
the cardinalities of the initially established set of LTM individuals, and of the subset of these
individuals which possess the winning property, to be registered. The mechanism I propose
draws on the idea that establishing a set of LTM individuals by querying semantic memory
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with a proposition has many similarities with perceptual group classification: in each case,
a saliency map is created to represent the items in the established set. As suggested
in Section 12.3.2.3, a saliency map can be used to generate a measure of cardinality or
numerosity. I further suggest that after property-level IOR occurs, the number of active
LTM individuals reduces to those which have the new winning property, and that a new sub-
saliency map is created to represent the remaining active individuals. Different quantifiers
can then be read off the ratio of the cardinalities/numerosities of the two saliency maps, or
off the absolute cardinality/numerosity of the second map, or perhaps off some combination
of these two measures.

12.6.2 Object files and the non-locality of quantified DPs

Recall from Section 11.4.2 that a quantified DP contains information which scopes over
the whole clause in which it appears. For instance, in the clause Many dogs are black, the
quantifying determiner many tells us not just about the set of dogs, but about the set
of dogs which are black. In Section!11.5.2 I proposed that the nonlocality of quantified
DPs relates to the fact that each DP is associated with a unique object file, which tracks a
particular individual throughout an episode. In Chapter 11, the main purpose of object files
was to maintain the identity of single objects as they participate in episodes, potentially
changing their location or intrinsic properties. I now suggest that object files also have
a role in quantified sentences, where DPs represent groups of individuals activated in
semantic memory, rather than objects tracked in temporally evolving real-world contexts.

My key proposal is that the reduction in the size of the attended group is registered
in the object file representing the group of dogs. An object file tracks an object during
the perception of an episode, and is invariant to changes in its location or properties. An
object file can also track an attended group. In this case, I suggest it is also invariant
to changes in the size of the group—i.e. that it remains associated with the group if its
size is reduced. Recall from Chapter 11 that an object file is associated with two WM
individuals, one at the start of the action and one at the end. I suggest that a WM
individual representing a group encodes the size of the group, using the pre-numerical
numerosity representation discussed in Section 10.5.4. (Recall that a WM individual
is a planned attentional sequence: to establish a location, then a cardinality and then a
template. I suggest that the first operation in this sequence, reference to a location, can
include a measure of the numerosity of the group established at that location.) As discussed
in Chapter 11, the mechanism for ‘reading out’ an object file during sentence generation
can draw on both of its associated WM individuals. For a ‘quantified’ object file, whose
two WM individuals represent different numerosities, I suggest that there are two ways
of ‘reading out’ the numerosity of a DP. One way is to read out the proportion of the
numerosities of the initial and final WM individuals. The other is to read out the absolute
value of the final WM individual. The former method results in ‘proportional’ quantifying
determiners (e.g. most, all, many) while the latter results in ‘cardinal’ determiners (e.g.
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some, one, no).4 Thus in our example Most dogs are brown, the object file associated with
the set of dogs holds a record of how establishing the predicate ‘brown’ diminished the
numerosity of the set of dogs. When the sentence is rehearsed, the object file’s information
about the relative numerosity of the two sets is ‘read out’ at a single point, even though
it was gathered over an extended period of time which is basically identical to the time
taken to monitor the episode reported by the sentence.5

The treatment of quantifiers in the above account hinges on the relationship between
object files and the WM episodes in which they feature. An object file is linked to two
WM individuals—one recording the initial establishment of an object or group, and one
describing how to re-establish this object/group when the associated episode is complete.
In other words, object files and WM episodes are updated in parallel as the episode is
monitored, and collectively provide information about the processes which occur while it is
monitored. However, when a WM episode is replayed and transformed into a sequence of
words, there are only certain specific points at which the object file is ‘triggered’, allowing
its associated WM individuals to be rehearsed. While these points correspond to particular
points in the monitoring of the episode, the information read out from the object file spans
a wider time period, which might begin well before it and end well after it. In syntactic
terms, we can say that a quantified DP holds ‘non-local’ information, which relates to
points elsewhere in the structure of the clause. In a standard syntactic model, this non-
locality is modelled by the mechanism of quantifier raising, a type of movement which is
distinct both from the raising of DPs to Case-assigning positions and from head-to-head
movement. In the sensorimotor account, the non-locality associated with quantifiers also
has a distinct origin. The non-locality represented by DP raising reflects processes of
reattention to agent and patient. The non-locality represented by head-to-head movement
reflects tonically active representations in sequence plans. The non-locality in a quantified
DP reflects the fact that an object file represents processing over an extended period of
time during the monitoring of an episode, but its associated WM individuals must be
rehearsed at a single point.

It is interesting to compare this ‘sensorimotor’ account of non-locality in quantified
DPs to the standard account of quantifier raising. Figure 12.4 shows the QR analysis of
our example, Most dogs are brown. The top IP projection in this structure introduces
the raised DP, in which the noun dogs denotes the initially-established set of dogs. The
lower IP denotes the set of brown things. The movement allows most to denote a function
over these two sets. The two stages of the perceptual process underlying the sentence
are roughly echoed in the LF structure of the sentence after quantifier raising. We could

4Of course, the exact proportions for the ‘vague’ quantifiers are hard to determine. One useful suggestion
is that quantifiers can denote deviations from expected proportions (Ferndando and Kamp, 1996). Since
the account I just proposed makes reference to typicality relations between predicates, it is potentially
consistent with this idea.

5One thing missing from this account: syntacticians often assume that cardinal determiners (e.g. a,
two, no) originate at Num/PD and raise to SD when they need to refer (e.g. outside existential contexts).
I have a story about the distinction between singular and plural at NumP, but I don’t have a story about
how ‘counting’ can happen at NumP.
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Figure 12.4: The LF of Most dogs are brown after quantifier raising

interpret the constituent holding the raised DP as denoting the process of establishing the
set of dogs, and the nested IP as denoting the subsequent process of establishing the set of
brown things. However, the position of the quantifier most is at odds with our standard
temporal interpretation of right-branching LF structure. It denotes the reduction of the
cardinality of the set of dogs after establishment of the ‘brown’ predicate, which is the very
last perceptual operation. If LF denotes a sensorimotor sequence, most should appear at
the bottom of the tree, not at the top. Yet if it were in this lower position, its association
with the set of dogs would not be explicit.

In other words, my account of quantifiers cannot be thought of as a ‘sensorimotor
reinterpretation of’ quantifier raising. It has to be thought of as an alternative account of
the syntax of quantifiers. (There are many existing accounts of how quantified DPs can be
interpreted without movement, which typically assume some form of memory associated
with DPs—see e.g. Cooper’s (1983) model of ‘quantifier storage’. My account could
perhaps be compared to these.) Note that quantifier raising is an unusual form of movement
in any case. For one thing, the IP projection created when the DP is raised is not a normal
X-bar structure: it does not have a head. Moreover, quantifier raising is never explicit
at PF: it is always assumed to occur after spellout. So there are some advantages to a
non-QR account of quantifiers.

12.7 Semantic memory for episodes

Events can also feature in semantic memory. For instance, we can express generalisations
about the participation of objects in events: these can be generic (e.g. ‘Italians typically
put sugar in their coffee’) or finitely quantified (e.g. ‘Everyone in this office graduated
from Harvard’). These statements each include the representation of an event—‘putting’
or ‘graduating’—but they are hard to understand as part of episodic memory. For instance,
‘Everyone in this office graduated from Harvard’ probably summarises a set of events that
happened at widely different times. Rather they are facts about groups of people, or types
of people.

It is interesting to consider generalisations of our cup-grabbing event: for instance,
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‘every student grabbed a cup’, or ‘John grabbed most cups on the table’. Clearly, these
generalisations make reference to a grabbing episode. So far, we have considered how a
single token cup-grabbing episode is stored in working memory and in episodic long-term
memory. Presumably coming to know these generalisations requires experiencing actual
episodes. How does the representation of a generalisation about the episode relate to the
representation of an individual episode? And how is the generalisation derived from the
individual episodes?

I propose that WM episodes play a role in representing generalisations over episodes,
as well as individual episodes, and that WM episodes play a key role in explaining how
generalisations over episodes can be formed from experience of individual episodes. My
proposal will draw on the idea that object files can function as variables in WM episode
representations, as discussed in Section 11.3.4. That idea can be summarised as follows.
Object files carry information about the role a tracked object plays in an episode being
experienced, while abstracting away from all the other properties of the tracked object.
This abstraction allows it to represent the continuity of objects as they participate in
events which change their properties. But it could also provide a means for WM episodes
to participate in representations of generalisations over groups of objects.

12.7.1 Abstracted WM episodes and semantic memory

So far I have focussed on simple perceptual properties. But as we have already seen,
properties can also make reference to episodes. In this section I will outline an idea about
how arbitrary WM episodes can feature in semantic memory.

The basic proposal is that LTM individuals can be associated directly with WM episodes
in semantic memory as well as with perceptual properties. For instance, after a cup-
grabbing episode is experienced, the LTM individual denoting the agent could be linked
directly to the WM episode, so that activating the WM episode can evoke the LTM indi-
vidual. This would encode the agent’s participation in the episode as a ‘fact’ about the
agent. The way the cup-grabbing episode is stored in episodic memory is quite different: it
is associated with a temporal context, and when it is rehearsed, it activates the subsequent
temporal context.

Linking a LTM individual to a WM episode affords various opportunities for abstract-
ing away from details of the episode, to support the expression of generalisations over
individuals. Most obviously, the episode does not need to include a representation of the
individual to which it is linked. Say we are linking the WM episode ‘John grabbed a cup’
to the LTM individual John. Rather than linking the LTM individual to a fully specified
representation of the episode, we can link it to a representation which leaves the agent
unspecified. Recall from Section 11.3.4.2 that WM episodes represent the participants in
an event by object files, as well as by WM individuals. As shown in Figure 11.9(a), re-
peated below as Figure 12.5, referring to the agent participant just as the agent is akin
to referring to it as an unbound variable. The operation of linking this WM episode to
the LTM individual John is akin to the operation of binding the variable to a particular
individual.
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Figure 12.5: WM episode representing ‘X grabbed a cup’

Note that the WM episode ‘X grabbed a cup’ can be linked independently to many
LTM individuals, and thus supports generalisations over LTM individuals. In this sense it
is similar to the perceptual properties which were discussed in Section 12.3.2. In fact, the
operation of turning an episode into a property by referring to one of its participants as an
unbound variable will be familiar to natural language semanticists, who term the operation
‘abstraction’. To echo this terminology, I will refer to a WM episode containing exactly
one ‘bare’ object file reference (i.e. one free variable) as an abstracted WM episode.
(To refer to perceptual properties associated with object categories I will keep using the
terms ‘categories’ or ‘types’.)

12.7.2 Reference to individuals in abstracted WM episodes

One issue left unresolved in the previous section is how the remaining participants in an
abstracted WM episode are represented. These participants are referred to by WM indi-
viduals as well as by object files. But note that object files are only transiently associated
with specific LTM individuals, and WM individuals can be associated with many LTM
individuals. If a WM episode is retrieved during semantic memory access, long after the
episode was experienced, it may well be impossible to recover the LTM individuals which
participated in it. I suggest that there are several methods by which individuals can be
referred to in an abstracted WM episode. These will be discussed in turn below.

12.7.2.1 ‘Existential quantification’ in abstracted WM episodes

One option is to continue to refer to a participant in an abstracted WM episode using an
object file and a WM individual, even though the working-memory associations between
these constructs and a particular world object will be lost. What form of reference is
achieved by an ‘anonymous’ object file and an associated WM individual in an abstracted
WM episode? I suggest that this form of reference amounts to what logicians call ‘ex-
istential quantification’. For instance, the abstracted WM episode shown in Figure 12.5
represents ‘X grabbed some cup’, rather than ‘X grabbed a particular cup’. The object file
functions somewhat like an existential quantifier, introducing a variable referent. It testi-
fies that some object was established, but says nothing more about it. The WM individual
predicates some properties of this referent. These properties can be more or less specific,
but they may well fall short of identifying an individual.

The fact that abstracted WM episodes can be associated with many LTM individuals,
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together with with their ability to represent participants using this ‘nonspecific’ or ‘quan-
tifying’ form of reference, allow some interesting generalisations to be expressed. Say an
observer watches John grab one cup, and then Bill grab another. Each event can be repre-
sented by the same abstracted WM episode, whose agent is a bare object file, and whose
patient is a nonspecific WM individual representing a cup—just as shown in Figure 12.5.
This episode can then be linked in semantic memory to the LTM individual representing
John, and also to the LTM individual representing Bill, even though they grabbed differ-
ent cups. Linguistically, this generalisation might be expressed as John and Bill grabbed
a cup, with a cup understood in its ‘nonspecific’ or ‘quantified’ sense. In first-order logic,
this nonspecific sense is achieved by introducing an existential quantifier within the scope
of another quantifier (for instance ‘both’, or ‘all’), to allow different bindings for the cup
for the two agents. The fact that WM individuals in abstracted WM episodes have this
nonspecific sense further emphasises that they play a role akin to existential quantifiers.

Of course, generalisations can also refer to individuals. If both John and Bill chased
Sally, I can frame the generalisation ‘John and Bill chased Sally’, as well as ‘John and Bill
chased a girl’. Since WM episodes do not make direct reference to LTM individuals, the
former generalisation cannot yet be expressed within the scheme I have introduced. To
include it, I must allow the abstract WM episodes which make direct reference to LTM
individuals, as shown in Figure 12.6. In order to allow this new form of reference to

start

’agent’ obj.file active

’patient’ obj.file active

activate ’agent’ obj.file

’X−chase−sally’ WM episode

LTMI−sally/activate ’patient’ obj.file

chase

Figure 12.6: An abstracted WM episode making direct reference to a LTM individual

individuals in WM episodes, we have to allow that the observer can prepare the action of
activating an arbitrary LTM individual, as part of a larger prepared sequence. This will
clearly involve some additional machinery—minimally, a small number of ‘pathway units’
for each LTM individual. But given that pathways are represented in terms of object files
(see Section 11.3.4.1), the amount of additional machinery required is not excessive.

12.7.2.2 Consolidation and the formation of abstracted WM episodes

When are LTM individuals linked to abstracted WM episodes? The most obvious time is
immediately after an episode is experienced. Presumably it can sometimes happen at this
point, if the observer happens to reflect in a certain way on the episode. However, this is
not the only time it could occur. It may be that the creation of abstracted WM episodes of
appropriate generality happens more systematically, during operations which systematise
an observer’s world knowledge. The creation of generalisations is often hypothesised to
be one of the functions of the ‘consolidation’ operation, which transfers episodic memories

400



stored in the hippocampus into more permanent cortical storage. Many theorists have
suggested that the cortex stores episodes in a format which supports the extraction of
generalisations (see e.g. McClelland et al., 1995). Perhaps the process of creating cortical
memories from hippocampal ones provides an opportunity to represent episodes as items
in semantic memory.

12.7.2.3 Competition between episode-level properties

The ‘property complex’ associated with an LTM individual now contains a mixture of per-
ceptual properties and WM episodes. We can therefore envisage the creation of assemblies
representing types of object which include a mixture of both kinds of property. For in-
stance, the assembly which represents the category ‘dog’ might include various perceptual
properties, but also the abstracted WM episode ‘X chases a stick’: an episode in which
dogs frequently participate. In this context, it should be possible for the property evoked
by property-level IOR to be an episode-level property as well as a perceptual one. For in-
stance, the most unusual fact about a given dog might be that it frequently drinks tea: in
this case, we should expect the abstracted episode X drinks tea to be selected by property-
level IOR. In order to support this, we must envisage that each abstracted WM episode is
represented twice, once in the property complex layer and once in the property competi-
tion layer: abstracted WM episodes can then compete against perceptual properties to be
evoked by property-level IOR.

12.8 An extended model of quantification in the se-

mantic memory system

In this section, I give an extended account of quantification, drawing on the idea of episode-
level properties just outlined in Section 12.7. We saw in Section 12.7.2.1 how an abstracted
WM episode can be linked to several different LTM individuals, to support statements
about groups of individuals (e.g. ‘John and Bill grabbed a cup’). However, to give an ac-
count of ‘quantified’ statements, such as ‘Many men grabbed a cup’, or ‘John grabbed many
cups’, some additional machinery needs to be introduced. I will give an account of simple
quantification in Section ??, and extend it to multiple quantification in Section 12.8.0.5. 6

12.8.0.4 Simple quantified propositions containing episodes

[This needs rewritten]

6Somewhere in here I should refer to Rips (1975) as one of the original proposals that quantification
relates to semantic memory.
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12.8.0.5 Multiply quantified propositions

It appears possible to express propositions in semantic memory which record multiple
generalisation operations. For instance, I can report that Many boys chased every girl. As
is well known, sentences which report multiple generalisations display quantifier scope
ambiguity: for instance, the above sentence could mean that there is a particular group
of boys such that each boy in that group chased every girl; it could also mean that for
every girl it is true that many boys chased that girl (but it could be a different set of boys
for each girl).

How can we account for multiply quantified propositions in the semantic memory
scheme we are developing? My basic proposal is that quantified propositions can them-
selves be expressed as WM episodes, which can themselves be treated as properties, and
indexed to LTM individuals in their own right. For instance, say an observer watches a
series of events in which a boy chases a girl. He first watches Jim chase a number of girls:
Sue, Mary and so on. In each case, he chooses to record the chasing episode as a property
of the chased girl, by linking LTMsue to Jim chased X, LTMmary to Jim chased X and so
on (see Figure 12.7(a)). Next, the observer happens to observe a collective property of the

Jim−chased−every−girl

Jim−chased−X

sue mary peg ann sue mary peg ann

girl−WMI

sue mary peg ann

girl−WMI

Fred−chased−X Bob−chased−X

Fred−chased−every−girl Bob−chased−every−girl

jim fred bob john

boy−WMI

Many−boys−chased−every−girl
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(b)

(c)

(d)

X−chased−every−girl

(h)
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(g)

(f)

(j)

Figure 12.7: Semantic memory structures underlying Many boys chased every girl (with
many boys outscoping every girl)

girls in the situation: he activates the WM individual ‘girl’, to establish the set of LTM
individuals which are girls (in the current situation), and the collective property which

402



emerges is the abstracted WM episode Jim chased X. Moreover, because he chased every
girl, the numerosity of the set of activated girl LTM individuals does not reduce. This
process is what underlies the generalisation ‘Jim chased every girl’, as already described
in Section ?? (see Figure 12.7(b)). I now suggest that this WM episode can itself serve
as the basis for a new entry in semantic memory, this time about Jim. We can abstract
over the WM episode in the usual way, to create an abstracted episode ‘X chased every
girl’; then we can associate this abstracted episode with the LTM individual representing
Jim (see Figure 12.7(c)). We might perform a similar operation for a number of boys, and
associate the same abstracted episode ‘X chased every girl’ with other LTM individuals,
say Fred and Bob (see Figure 12.7(d)–(i)). We can now express a generalisation over the
boys in the situation (Figure 12.7(j)). First we evoke the WM individual ‘boy’, activating
the set of all boys in the situation. Next we wait for a collective property of this set of
boys to be selected. Say that the property which emerges is the abstracted WM episode
‘X chased every girl’, but that this property is only in fact possessed by some of the boys
in the set. The numerosity of the set of boys will thus be reduced by a certain proportion.
The generalisation over boys thus concerns a property which is itself a generalisation over
girls. Of course, we could have created generalisations over boys to begin with, recording
for each girl that ‘many boys chased X’, and then found that this property is one which
all girls have. The basic idea is that multiply quantified propositions are constructed in
several stages, each of which involves the encoding of a fact in semantic memory.

I assume that the most ‘natural’ multiply quantified propositions are those where the
sequence of semantic-memory encodings is a natural one. For instance, say after watching
John for some time the observer is drawn to note: ‘my goodness: Jim chased every girl!’,
and then later is drawn to note something similar about several other boys individually. It
is then quite natural for the observer to abstract further and note that many boys chased
every girl. If the observer did not create the appropriate generalisations about individual
boys, it might nonetheless be possible for him to deduce that many boys chased every girl,
but this process would involve an effortful, sequential inspection of memory somewhat akin
to an automated theorem-proving algorithm. People are notoriously bad at this (see e.g.
Johnson-Laird, 1983 and much subsequent work).7

An important question is why it is that the linguistic expression ‘Many boys chased
every girl’ fails to capture the relative order of the two generalisation operations. They are
cognitively quite distinct. This is an issue which I [should be able to resolve by referring
back to the chapter on the dp-clause interface].

7Better references are needed here.
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12.9 Relative clauses and the semantic memory sys-

tem

12.9.1 Distinguishing properties and meta-WM representations

When an episode is experienced, it is sometimes useful to represent its participants in a
way which distinguishes them from other salient candidate individuals which might have
participated but did not. For instance, if an agent has a choice of cup to grab, does
the cup he grabs have any properties which distinguish it from the others? I suggest
that we can choose to re-express a WM episode to make explicit any such distinguishing
properties. For instance, say the cup which John grabs happens to be the only one which
he bought. After experiencing the cup-grab episode, I suggest the observer can choose to
look for a distinguishing property of the grabbed cup, and if one is found, form a more
complex WM individual representation which makes reference to this property. This more
elaborate WM individual representation does not just reflect the attentional processes
required to establish the associated object. It also encodes an operation which occurs
after the episode is experienced, which formulates a possible generalisation explaining the
object’s participation in the episode.

The operation which seeks for distinguishing properties of a participant in an episode
can make use of semantic memory, which as we have seen, directly indexes individuals to
properties. We might imagine, for instance, that all the candidate individuals, which might
have participated in the event but did not, are configured to inhibit their associated sets of
properties, while the participating object itself is configured to activate its set of properties.
In this scenario, the property which is most active in the property competition layer will
be that which most strongly distinguishes the participating object from the others. This
could be an episode-level property or a simple perceptual property. I will not suggest a
mechanism in detail; there are many ways it could be implemented.

One problem with evoking the distinguishing properties of an object participating in
an episode is that it requires use of the WM episode medium which is already being used
to represent the epsisode itself. In our example, for instance, we need a WM episode
to represent ‘X grabbed a cup’, but we also need one to represent the distinguishing
feature of the cup, namely that ‘X bought the cup’. Representing both of these episodes
simultaneously creates an ambiguity: it is impossible to distinguish ‘X grabbed the cup
which he bought’ from ‘X bought the cup which he grabbed’, which encodes quite a different
potential generalisation.

To overcome this problem, I suggest that an agent has working memory representa-
tions that can store sequences of WM episodes as well as sequences of sensorimotor states.
Obviously these WM representations cannot be WM episodes themselves. I propose that
there is a second, more abstract working memory medium in which sequences of cognitive
operations can be stored (and rehearsed), where ‘cognitive operations’ include not only
sensorimotor signals but also transitory activations of WM epsiode representations. Just
as there is a medium for representing WM episodes and a medium for representing WM
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individuals, I will assume that there is a medium for representing meta-WM episodes,
and one for representing meta-WM individuals. A meta-WM individual might hold a
sequence of five operations: (i) attention to a location; (ii) establishment of a cardinality;
(iii) activation of the ‘cup’ property complex; (iv) activation of the operation which evokes
the most distinguishing properties of the cup; and (v) activation of the distinguishing
property which is returned by this operation. The distinguishing property in our example
is the abstracted WM epsiode ‘John bought X’, but it could also be a simple perceptual
property, such as ‘red’ or ‘big’. The meta-WM individual is illustrated in Figure 12.8.
Basically it is a planned sequence of operations, just like a regular WM individual. The
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start
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Figure 12.8: A meta-WM individual representing ‘the cup which John bought’

first three operations are just the same as for a regular WM individual; only the last two
are different. The first of these is the operation of accessing semantic memory, and the
second is the activation of a particular property—in this case the property is an abstracted
(regular) WM episode (and is shown in red).

I will not try to motivate meta-WM representations using paradigms in cognitive psy-
chology or neuroscience. From these perspectives they are entirely speculative. Their
eventual purpose, as might be guessed, is in an account of the semantic representations
which underlie relative clauses.

Note that the evocation of a ‘property’ in the WM episode medium does not have any
internal temporal structure: it happens in a single cognitive operation, because of the di-
rect associations from LTM individuals to properties. However, because a property is a
WM episode representation, it can still be rehearsed as a sequence, even if it is activated at
a single point in time. The process of rehearsing a property may not have any ‘semantic’
significance—however, it may have an important role during the process of associating
semantic representations with linguistic expressions. Individual properties are not asso-
ciated with individual linguistic expressions, so the only way of mapping a property to
linguistic expressions is to rehearse it as a sequence of sensorimotor signals, realised as a
sequence of linguistic expressions, making use of mappings from individual sensorimotor
signals to linguistic expressions. But note that this rehearsal involves another special mode
of cognitive control. While we are rehearsing an evoked property, we are not rehearsing
an experienced sequence of cognitive events, but rather using a device that allows us to
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express the content of the evoked property. This new mode of control will feature in the
sensorimotor account of ‘wh-movement’ which I give in Section 12.10.

12.9.2 ‘Bound variables’ in quantified propositions

As discussed in Section 12.9.1, meta-WM individuals are used to redescribe a participant
in a WM episode by referring to it by its distinguishing properties. Using meta-WM
individuals, we can represent an episode like ‘John grabbed a cup’ as the (meta-)WM
episode ‘John grabbed [the cup that John bought]’. An episode of this kind can be the
basis for a particularly interesting kind of quantified proposition. Say we observe several
men grabbing cups, and in each case we note that the object grabbed is the cup which
the agent bought. A generalisation can be made, to the effect that Every man grabbed
the cup which he bought. The interesting feature of this generalisation is the pronominal
reference he: rather than denoting some particular man in the domain of discourse, it
denotes a different referent for each man which the sentence quantifies over. Linguists
analyse a referring expression of this kind as referring to a ‘bound variable’ introduced by
the quantifier every. A theory of quantification in natural language must allow for this
form of reference, so I will introduce one final piece of machinery which supports it.

We have already seen how participants in a WM episode can be redescribed by meta-
WM individuals, expressing their distinguishing properties. I now suggest that participants
in a WM episode can also be redescribed as re-activations of recently-attended objects. In
the case of ‘John grabbed [the cup that John bought]’, for instance, the reference to John
inside the meta-WM individual happens to be a re-activation of a WM individual which is
already active. We therefore do not need to describe the properties of this individual ‘from
scratch’: we just need to indicate that one of the currently active WM individuals is being
re-activated, and then specify which individual this is. (Recall from Section 10.6 that one
of the key perceptual roles of a WM individual is to facilitate re-attention to an object
which has already been attended to.) I suggest that a pronoun like he refers to an object
indirectly in this way, by identifying a recently-active WM individual. (Pronouns specify
a person, a number and a gender; I suggest that these are sufficient to match the location,
cardinality and property complex which are related together by a WM individual.)

An example of a meta-WM individual containing this kind of indirect reference is shown
in Figure 12.9 (the anaphoric reference to John is shown in blue). This meta-WM individual
denotes ‘the cup which he bought’. The referent for ‘he’ can be found anywhere in the
WM episode which introduces the meta-WM individual. The whole (meta-)WM episode
introducing this meta-WM individual now denotes something like ‘John grabbed the cup
which he bought’.

Now assume that this meta-WM episode can also be abstracted over, to create a prop-
erty which can be linked to LTM individuals in semantic memory. In this case, we could
link it to the LTM individual representing John. This will involve removing the reference
to John in the episode—so instead of denoting ‘John grabbed the cup which he bought’,
it denotes ‘X grabbed the cup which he bought’. Importantly, note that the anaphoric
reference does not need to be replaced: it is not a direct reference to John.
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Figure 12.9: A meta-WM individual containing an anaphoric reference

Finally, suppose we observe several more episodes of cup-grabbing, and in each case, the
agent grabs the cup he bought—and suppose that in each case we happen to create a meta-
WM episode which redescribes the cup as the one which the agent bought, redescribing
the agent anaphorically, as above. And suppose further that in each case, we then create
an abstracted meta-WM episode, and link it to the LTM individual representing the agent.
In each case, the abstracted meta-WM episode will be the same as above: ‘X grabbed [the
cup which he bought]’. This abstracted episode will then be linked to a number of different
LTM individuals.

If the individuals associated with this abstracted episode also have some other property
in common—for instance, say they are all men—then we are in a position to express another
kind of quantified statement, of the form ‘Q men grabbed the cup which they bought’
(where Q can vary over ‘all’, ‘every’, ‘most’, ‘many’, etc). In each case, the quantified
statement reflects a sequence of memory-access operations: firstly the posting of ‘man’ as
a query to semantic memory, resulting in the establishment of a set of LTM individuals
who are men, and secondly execution of the property-level IOR operation, resulting in
activation of the abstracted meta-WM episode ‘X grabbed [the cup which X bought]’. (Of
course, this assumes that this abstracted episode is the most salient of the properties which
are collectively associated with this group of individuals.) The number (or proportion) of
LTM individuals which are have this property will then determine which quantifier is used
in the statement.

12.10 Wh-movement in questions and relative clauses

[I may include a section on wh-movement here, which links the model of relative clauses
just introduced to the model of questions given in Section 5.6.3.]

12.11 Summary
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Chapter 13

Spatial cognition and the syntax of
spatial PPs

13.1 Introduction

In this chapter, I consider the cognitive representations which underlie spatial preposi-
tional phrases (PPs): phrases which describe spatial trajectories or spatial locations,
typically in relation to a particular landmark. As usual, I will be focussing on concrete
exemplars of spatial PPs, describing spatial representations which can be directly appre-
hended by the sensorimotor system. Some concrete spatial PPs are given below.

(13.1) On the table

(13.2) Onto the table

While the syntax of PPs is comparatively straightforward, their semantics is quite com-
plicated. In fact, most of the current chapter is devoted to introducing a model of spatial
cognition, which draws on a large body of research in psychology and neuroscience, and
links back in several different ways to the cognitive models developed in earlier chapters.
But at the end of the chapter I will also suggest how this model provides a framework for
interpreting the syntax of PPs.

In the first part of the chapter, I outline an account of how ‘places’ are perceived and
represented in both long-term and working memory. This account spans several sections.
Section 13.2 considers the perceptual modalities which deliver representations of spatial
location. Sections 13.3– 13.10 develop a model of long-term memory for spatial envi-
ronments, and for the locations of objects within environments. Formulating this model
touches on several other important issues, including the relationship between ‘objects’ and
‘places’, and an elaboration of the spatial aspects of reach-to-grasp actions.

In the second part of the chapter, comprising Section 13.11, I outline a model of loco-
motion actions, covering how these actions are planned, how they are executed, and how
they are perceived.
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In the final part of the chapter, I relate the model of spatial cognition to a model of
syntax. In Section 13.12, I outline a model of the internal syntax of prepositional phrases.
In Section 13.13, I argue that there is a natural way of interpreting the LF of a prepositional
phrase as a description of a sequence of processes within the model of spatial cognition
developed earlier in the chapter.

13.2 Spatial perception modalities

The brain has several specialised modalities for perceiving and representing space. These
can be categorised along two dimensions. Firstly, different modalities use different frames
of reference. For instance, some modalities use an allocentric frame of reference, while
others use a frame of reference given in terms of the agent’s eyes, head or motor system.
Secondly, modalities represent place in two different ways. Some modalities derive a holistic
representation of a region of space. For instance, there appears to be a specialised system
for representing ‘whole environments’ in the parahippocampal place area. Other modalities
represent a region of space as a collection of places. These can be thought of as maps. For
instance, individual place cells in the hippocampus encode particular places within the
current environment; together, these cells encode a map of the agent’s environment.

13.2.1 Environment-centred space perception modalities

13.2.1.1 The parahippocampal place area

A key structure involved in our representation of place is the parahippocampal place
area (or PPA) which was briefly introduced in Section 3.6.2.2. In that section I discussed
the role of the PPA in representing individual ‘spatial contexts’ in the episodic memory
system. However, it also plays a role in representing the agent’s current environment. In
this section, I will summarise what is known about the representations it computes.

The key finding is that the PPA responds to ‘environments’, not objects. In the experi-
ments which show this effect, beginning with Epstein and Kanwisher (1998), environments
are defined as having an ‘extended spatial layout’, of the kind that an agent can be ‘in’,
and objects are defined as having a ‘compact spatial layout’, and as being entities which an
agent can act on. Examples of environments are landscapes, empty rooms, or urban scenes
containing buildings and streets; examples of objects are faces, and household/office imple-
ments. fMRI experiments show that the PPA responds to environments but not to objects;
importantly, it responds just as strongly to scenes containing no objects (for instance an
empty room) as to scenes containing objects. Interestingly, it responds to scene-like stim-
uli even if they have a spatial scale which would not permit an agent to navigate them.
For instance, a scene consisting of an arrangement of objects on a desktop evokes a good
response in the PPA (Epstein et al., 2003), as does a scene consisting of a lego model of
walls and corridoors (Epstein et al., 1999).

The PPA’s representation of an environment appears primarily to encode the spatial
layout of the surfaces which objects can rest on within it, and of the boundaries which
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delimit it. Epstein refers to these surfaces as ‘background elements’ of the scene. If an
observer is shown one scene twice in succession, the PPA responds less the second time,
while if two different scenes with different spatial layouts are shown, the PPA’s response
to the second scene remains strong (Epstein et al., 1999). The same paradigm also shows
that the PPA responds differently to different views of a single scene (Epstein et al., 2003).
However, this viewpoint-specificity reduces as an observer gains experience about how a
scene is spatially situated within a wider environment, at least in ‘good navigators’ (Epstein
et al., 2005.)

The PPA responds to both familiar and unfamiliar environments. However, it responds
more strongly to familiar ones, which suggests that it has some role in the recognition of
specific environments (Epstein et al., 2007). However, Epstein et al. (2007) also found that
another parahippocampal area called the retrosplenial cortex was more sensitive to the
distinction between familiar and unfamiliar environments. They propose that both areas
have a role in recognising specific environments. Their suggestion is that environments are
identified in part by their spatial layout, but also by their spatial relationships to other
known environments, with this latter component being represented in retrosplenial cortex.
I will return to this idea in Section 13.4.3.3.

In line with the results just summarised, damage to the PPA or to the retrosplenial
cortex results in impaired navigation abilities (Mendez and Cherrier, ?). However, the
PPA at least does not appear to be involved in online control of navigation, because it
does respond any more to ‘subjective-motion’ environments than to static ones. (I will
look at the perceptual routines involved in online control of motion in Section 13.11.)

Importantly for the model I will outline, the PPA and the retrosplenial cortex represent
an attended visual region. The experiments described above present an environment to a
viewer on a computer monitor; the environment to which the PPA responds only occupies
a small portion of the observer’s visual field. If the PPA responded to the observer’s actual
environment, in which the computer monitor is simply an object, we would not expect to
see any changes in its activity as the monitor displays pictures of different scenes. The fact
that we do see such changes means that input to the PPA can be gated by visual attention,
in the same way that input to the object classifier can be.

13.2.1.2 The hippocampal cognitive map

I will now briefly review hippocampal representations of spatial location.
The first point to note is that hippocampal cells which are sensitive to location typically

encode location in a coordinate system centred on the agent’s local environment, i.e. in a
manner which is insensitive to the location or orientation of the agent in relation to this
environment. Interestingly, the definition of ‘local environment’ corresponds quite closely to
that used to define the kinds of stimuli which the PPA responds to; an animal’s environment
is typically an enclosed area, defined by its boundaries. (Experiments investigating spatial
representations in the hippocampus are frequently conducted on rats, in which case the
boundaries tend to be the walls of a maze.) An influential study by O’Keefe and Burgess
(1996) provided evidence that place cells represent the agent’s location as a function of

410



its distances to the various boundaries of its currrent environment. For instance, in a
rectangular environment bounded by four walls, the location encoded by a given place cell
could be defined as a simple function of four distances, in directions perpendicular to each
wall.

The hippocampus can compute a representation of the agent’s location which is stable
over movements of the agent through the environment. I will call the function which com-
putes this representation the allocentric observer location function. It is not yet clear
how the function is computed. The hippocampus receives inputs from many perceptual
modalities, but in primates, vision is of particular importance. Many models assume the
existence of specialised visual pathways which create intermediary representations which
provide input to the hippocampus. One influential model (Hartley et al., 2000) proposes
that the hippocampus receives inputs from a set of boundary vector cells, each of which
is tuned to respond maximally when the animal is at a particular distance and allocentric
orientation to a boundary. Boundary cells are theoretical constructs, hypothesised to un-
derlie the sensitivity of place cells to the structure of an environment’s boundaries. There
has recently been some experimental evidence for such cells in the subiculum, an area which
sits on a pathway from sensory inputs to the hippocampus (Barry et al., 2006). Another
likely source of input are head direction cells, found in the postsubiculum, which encode
the orientation of the agent’s head in relation to the environment (see Taube et al., 1990).
(I will refer to the function which computes this orientation as the allocentric observer
orientation function.) Finally, it has recently been discovered that a parahippocampal
region called the entorhinal cortex contains a population of grid cells, which evenly
tile the agent’s environment with hexagonally packed grids at various spatial frequencies
(Fyhn et al., 2004). These cells also provide input to the hippocampus. They are likely to
be involved in updating the agent’s location using dead reckoning; they may also provide
more complex spatial information, supporting some form of coordinate system. A useful
account of how these inputs could be combined is given by Jeffery, 2007).

How does the hippocampus learn to map these inputs to representations which are
stable over the agent’s movements and changes in orientation? A very interesting recent
suggestion by Franzius et al. (2007) makes use of the constraint that the agent’s allocen-
tric location can only change relatively slowly from moment to moment, even though the
agent’s raw retinal input can change quite dramatically as he changes orientation within
his environment. Franzius et al. show that imposing this constraint on the function which
processes sensory input is in fact sufficient to oblige it to compute an allocentric repre-
sentation of the agent’s location. They simulate an animal moving through a rich visual
environment and altering its head direction, and learning a function whose inputs are a
collection of boundary vectors. If the animal moves relatively slowly and makes relatively
large alterations to its head direction, the function learns an allocentric representation of
the animal’s location in the environment, of the kind found in place cells. If the animal
moves relatively quickly and makes minimal alterations to its head direction, the function
learns an allocentric representation of head direction, of the kind which is found in the
postsubiculum, as described above. The constraint of a slowly changing representation al-
lows both the allocentric observer location function and the allocentric observer orientation
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function to be learned.
Some caveats must now be given. The above account assumes that the hippocampus

provides a map of agent locations, in which cells encode positions which can be reliably
inferred from the geometry of the environment’s boundaries. However, the picture is much
more complicated. For one thing, as already mentioned in Section 3.6.2.1, hippocampal
cells in primates and humans can represent the location which the agent is attending to.
They can also represent particular combinations of objects and locations; in other words,
they are involved in representing memories of the spatial locations of objects. (See Rolls et
al., 1997a; Rolls, 1999.) For another thing, the location a hippocampal cell encodes cannot
always be predicted from the geometry of the environment’s boundaries. As already de-
scribed in Section 3.6.2.2, when the agent moves from one environment to another, many
hippocampal cells are remapped to new locations; this happens even if the shape of the
new environment is the same as the old one. These two findings are likely to be related.
If hippocampal cells are involved in memory for object locations, there must be a way
of individuating environments even if they have the same shape, because they may have
different contents at different times. In Section 3.6.2.2 I discussed the proposal that the
hippocampus also receives input from a ‘context’ representation, so that connections be-
tween objects and locations can be made selectively in different environments. It would
make sense if the holistic representations of environments described above, in the PPA and
retrosplenial cortex, provided this input. I have not seen this proposal explicitly, but I will
assume it henceforth. Note that remappings do not appear to affect an animal’s naviga-
tional abilities (see e.g. Jeffery et al., 2003). It thus seems that the representations of object
location memory can be dissociated from those which represent the agent’s current loca-
tion. Finally, it may be that some hippocampal representations encode information about
an agent’s locomotion goals. I will defer discussion of this data until Section 13.11.3.2.

13.2.2 Object- and agent-centred space perception modalities

It is also useful to revisit the account of the spatial representations which subserve percep-
tion and execution of reach-to-grasp actions, as described in Chapter 2. These representa-
tions can also be classed as holistic or map-based.

13.2.2.1 Holistic spatial representations of objects and agents

The object categorisation system provides an obvious holistic spatial representation of
objects. The representation it provides is ‘spatial’ in the sense that objects are categorised
in part by their shape. We recognise objects in large part because of the highly derived
shape representations delivered by this system.

We also have special modalities for computing holistic spatial representations of agents.
We can use proprioceptive information to generate a representation of the configuration of
our own body, and internal models and efferent copy to generate a representation of how
this configuration is changing (see Section 2.5.2). To represent the body of an observed
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agent, we use a specialised biological motion recognition system (see Section 2.7.2.1), which
takes input from a combination of form and motion cues.

13.2.2.2 Motor maps for representing objects and agents

Now recall from Section 2.5.2 that the parietal ‘reach pathway’ maps visual and somatic
inputs onto a representation of the location of potential targets in the agent’s peripersonal
space, in a coordinate system defined in terms of motor commands to the arm. This
pathway can be thought of as computing a motor map of the agent’s perispace—or more
precisely, as computing one motor map for each of the agent’s motor systems. A motor
system might be a single limb, but it could also be a pair or set of limbs working in
coordination. Each motor system which can be ‘deployed’ to points in the agent’s perispace
will be associated with a map of points in the perispace, represented as motor commands
(or to use the terminology of Section 2.5.2, as movement vectors).

Recall also that the parietal ‘grasp pathway’ takes a single attended object and rep-
resents it as a set of grasp affordances, i.e. as a set of goal hand motor states—see Sec-
tion 2.5.3. Again, we can think of these affordances as specifying a map of ‘places’ within
the target object—or more precisely as a set of opposition axes within the object.

In summary, there are holistic representations of both agents and objects, and there
are also representations which encode agents and objects as maps of places.

13.3 The relationship between environments and ob-

jects

A useful starting point in developing a model of spatial representations is a model of the
relationship between environments and objects. We have already proposed a means by
which the locations of objects within an environment can be represented. But note that
objects have spatial structure, and if they are considered at the right spatial scale, they
can be thought of as environments. For instance, consider a small coffee table. It is an
object as defined in Chapter 2, in the sense that we can attend to it, categorise it and
pick it up. However, if we were the size of Tom Thumb, it would be an environment
which we could walk across, with boundaries (the edges of the tabletop) and possibly
obstacles (any large objects on the table which are hard or impossible for Tom Thumb to
move). Likewise, what we think of most naturally as an environment can be an object
when considered from a different spatial scale. Consider a garden. We categorise this as an
environment, rather than an object. We probably use a specialised perceptual mechanism
for recognising ‘environments’ like gardens when we are in them, as will be described in
Section 13.10.2. But for a giant, a garden might be something which is typically seen from
a certain distance, and which the giant recognises by its typical shape. (The giant might
even be able to pick the garden up, so it can also be represented for him in terms of its
reach-to-grasp affordances.) In fact, many things in our world naturally switch between
being classified as objects (when we are far from them) and as environments (when we are
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in them). Houses and cars are two good examples. In summary, the distinction between
objects and environments is to do with the spatial scale which is adopted when representing
them, rather than with intrinsic properties of things in the world. This means that the key
to developing a model of how environments can be nested is to understand what it means
to ‘adopt a certain spatial scale’ when spatially representing the world.

In the current section, I will develop a model of the relationship between objects and
environments, which is grounded in the idea of spatial scale as used in the account of visual
object perception given earlier in this chapter. The key idea is introduced in Section 13.3.1.
Later sections will consider different ramifications of the idea.

13.3.1 A perceptual model of the relationship between objects
and environments

[I need to add several figures in this section, to make the ideas clearer.]
We have already made use of the idea that different spatial scales can be adopted when

attending to and categorising stimuli in the world. Recall from Section 10.8.3.1 that there
are several distinct saliency maps, operating at different spatial frequencies, and that at
any time, one of these maps ‘controls’ at what spatial frequency objects are classified.
This model of hierarchy in visual attention can be extended to provide an account of the
distinction between objects and environments.

As already discussed, the brain has a specialised perceptual modality for apprehending
‘spatial environments’, which is distinct from its modality for categorising objects: the
environnment perception modality introduced in Section 13.2.1.1, and localised in the
PPA. As discussed in that section, the environment perception modality can be deployed
selectively to salient retinal regions, and at different spatial frequencies—in other words,
it is amenable to exactly the same kind of gating as the modality which classifies objects.
When the agent has established a salient retinal region, should he deploy the environment
perception modality, or the object classification modality? Or can he perhaps deploy both?
I will suggest some answers in this section.

13.3.1.1 Objects and environments: competition within spatial frequencies

To begin with, I propose that within a given spatial frequency, the object and environment
systems compete with one another, so a selected region cannot be classified simultaneously
as an object and as an environment. Competition is driven by several factors. One of
them is size. If the portion of the world picked out by the salient region is big enough for
the whole agent to navigate through, this encourages it to be classified as an environment.
Another is distance. If the portion of the world corresponding to the salient region is
navigable by the agent and also close at hand, it is even more likely to be classified as an
environment. Trading off against these cues is shape. Certain objects have characteristic
shapes; if the portion of the world corresponding to the salient region is far enough away
for its shape to be apparent, this encourages it to be classified as an object. Animacy
also biases classification towards objects—objects often move, environments tend not to.
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I assume that there are some cases where these criteria are well balanced, in which it is
fairly arbitrary whether a region is classified as an object or as an environment.

13.3.1.2 Objects and environments: a relationship between adjacent spatial
frequencies

What is not arbitrary is the relationship between objects and environments. For instance,
if a region has been classified as an object, the environment of that object must be a portion
of the world which contains it. I propose that there is a systematic relationship between the
region and spatial frequency at which the environment perception modality operates and
those at which the object categorisation modality operates. Recall from Section 10.8.3.1
that the controlling saliency map corresponds to a single region in the ‘super saliency map’
at the next spatial frequency down. I suggest that the environment perception modality
is associated with this same region, and with a commensurate spatial frequency. If the
controlling saliency map covers the full visual field, then the agent is ‘looking around his
environment’, and his environment perception modality delivers a representation of the
spatial structure of this environment. But now assume the agent selects one region in his
visual field to attend to. As just discussed in Section 13.3.1.1, this may be classified as an
environment—for instance, some distant cliffs, or a garden glimpsed through a window—or
it could be classed as an object. In either case, the agent is free to establish a sub-saliency
map within this new region. If the region was classed as an environment, this operation
can be carried out directly, because points in the saliency map will be associated with
spatial locations in the environment. But if the region was classed as an object, it must
be re-established as an environment before we can ‘look within it’ in this way. It is only
then that we have a representation of the spatial structure of the object which allows us
to characterise ‘locations’ within it.

In summary: I suggest that our concept of the relationship between objects and envi-
ronments is grounded in an account of spatial scales in the perceptual system. The key
idea is the idea of sub-saliency maps introduced in Section ??: if an object is associated
with a region in a saliency map at a certain spatial scale, then the environment of that
object is associated with the whole saliency map. In the remainder of this section, I will
discuss some ramifications of this idea.

13.3.2 Attentional exploration and attentional capture

If I arrive in a new environment, I might spend some time looking around, to see what it
contains. This kind of exploration presumably involves an orderly traversal of the environ-
ment, driven by inhibition-of-return. In this situation, I establish the environment first,
and then consider what is in it.

However, consider what happens when my attention is captured by an object—perhaps
by a sudden movement or noise. I must presumably attend to and classify the new object.
(Its animacy makes it likely to be classified as an object.) But I may also have to shift my
attention to a new environment at the same time. For instance, say I am looking around
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my office when my attention is drawn to a dog outside in the garden, visible through the
window. In this situation, I must establish the dog as an object, but also the garden as an
environment.

I assume that in a case of attentional capture, there are two ‘winning’ retinal regions:
one associated with the object capturing attention, and the other associated with the same
region, but at a lower spatial frequency. This latter region will function as the environment
within which the object is localised. Object and region can be established in parallel, but
the spatial relationship between them (in, on and so on) can only be determined when
they are both established.

13.3.3 Classification of cluttered environments

An environment is often cluttered with objects. How is it recognised in the presence of these
objects? The large spatial features of the environment are likely to be resilient to clutter.
However, many planar environments are largely characterised by their visual texture. For
instance, we are likely to recognise lawns, beaches or bodies of water, by characteristic
textures. The texture of objects in these environments might therefore get in the way.

One simple scheme emerges out of the hierarchical model of salience just outlined. We
already know that the environment classification system only receives input from a partic-
ular salient retinal region. If we also stipulate that input to the environment classification
system is blocked at all points in the sub-saliency map associated with the region it is
classifying, we have an effective means of ignoring the objects within the region.

13.3.4 Figure/ground reversals

The relationship between an object and its environment can also be referred to as the
relationship between a figure and its ground. These latter terms are more general, as
they also apply to drawn stimuli, which consist simply of coloured lines and regions. There
is a well known phenomenon called figure-ground reversal, which can be modelled
using the current conception of objects and environments. The phenomenon is illustrated
in Figure 13.1. Does the figure show a cup on a black background, or two faces on a

Figure 13.1: Figure-ground reversal

white background? Cues like distance are not available, and the remaining form cues
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are ambiguous. It is not possible to perceive both figures simultaneously—the observer’s
percept alternates between the cup and the faces.

In the model currently being proposed, this effect can be attributed to the constraints
which require an object (figure) to be established in the context of its environment (ground).
In each case, the environment is the rectangle enclosing the picture, which functions as a
saliency map; the object is something ‘within’ this environment, i.e. a salient region within
this map, established at a higher spatial frequency. There are three regions in the saliency
map for the image, defined by the two texture boundaries.1 Attention is allocated to the
different regions, and object categories are assigned to the attended regions. Importantly,
when an object is established, its environment must also be established. If the object
established is the cup, its environment is constrained to be the remainder of the image, i.e.
the black region. Note the environment classification system does not receive input from
the figure region, so only operates on the black visual texture. Conversely, if the object
established is one of the faces, its environment is the white region. Again the environment
classification system does not receive input from the figure region, and so only operates on
the white texture. The model thus gives an account of why it is impossible to establish
the cup and the faces simultaneously.

13.3.5 Objects as environments: the haptic interface revisited

Consider a situation where an agent attends to a cup, and then creates a sub-saliency
map associated with the cup, in order to ‘look within’ it. In Section 13.3.1.2 I suggested
that the agent must at this point re-establish the cup ‘as an environment’, within which
the objects found in the sub-saliency map can be localised. Note that this environment
will be too small for the agent himself to navigate through. In what sense, then, is it an
environment? How is it spatially defined?

I suggest that an object can be thought of as an environment navigable by the agent’s
effectors—for instance, by the agent’s hands or fingers. Effectors can be thought of as
entities that undergo locomotion actions which are similar in many ways to those which
the whole agent undergoes. (I will refer to a ‘complete’ agent as an autonomous agent,
in contrast to effector agents such as hands and fingers.) The agent’s reach actions
cause his hands to travel through his peripersonal space, avoiding obstacles and arriving at
targets. When the agent’s hand touches a target object, his hands and fingers can travel
around the object, guided by his sense of touch. These actions are routines defined in the
‘haptic modality’ introduced in Section 2.5.4. When touching an object, hands and fingers
move through an environment of surfaces and obstacles, just like an autonomous agent.
However, the means by which effectors can ‘travel’ through their environments are subject
to a different set of constraints than those for an autonomous agent. Some constraints
are relaxed. For instance, hands and fingers are not constrained by gravity to rest on a
supporting surface: they can fly around the environments they interact with, moving above

1I should refer to Hayden’s implementation here. There’s some sort of effect which means that the
ambiguity is only found when ‘figures’ are large and quite close, I think.
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or below them, and they can assume a wide range of stable rotational positions. Moreover,
hands and fingers can interact with their environments by applying opposing forces: fingers
can grip an object, or a pair of hands can squeeze an object. This is not something an
autonomous agent can do. There is also a way in which the movement of effectors is more
constrained than that of autonomous agents. An effector is connected to a superordinate
motor system—a hand, or an arm, or a whole body. If these appendages do not fit into
the environment which the effector is exploring, this will limit its range. The appendages
also place constraints on the ease with which the effector can rotate about its own axis.
An autonomous agent can turn a full circle with ease; an effector cannot.

I suggest that the spatial characterisation of an object as an environment is given by
the types of action it affords to motor subsystems of the appropriate scale. I will discuss
this idea in detail in Section 13.7.2.

13.4 A preliminary model of spatial LTM

Having introduced the perceptual modalities involved in generating spatial representations,
and sketched an account of the relationship between objects and environments, I will now
outline a preliminary model of spatial long-term memory—in other words, of how the
spatial relationships between different individual objects and environments are represented
and stored. The model will be revised and extended in Sections 13.5–13.11.

13.4.1 LTM environments

To begin with, I will assume that the agent maintains LTM representations of the individual
environments he is familiar with. We have already introduced the idea of ‘individual
spatiotemporal contexts’, in the discussion of episodic memory in Section 3.6.2.2. However,
for the current discussion, we will focus on the spatial components of these representations.
I will call individual spatial context representations LTM environments.

I have already mentioned in Section 13.2.1.1 that PPA and retrosplenial cortex have a
role in the recognition of individual environmnents. I assume that LTM environments are
stored in these areas.

13.4.2 Representing the location of individual objects within an
environment

We have already introduced a model of how individual objects are represented in long-term
memory. Recall from Section 3.6.4.1 that an LTM individual is an assembly in perirhinal
cortex which represents an individual object (or agent) familiar to the observer. I also
suggested in Section 3.6.4.2 that long-term memory for object locations is implemented
by patterns of hippocampal activity whose significance is given by the representation of
‘spatiotemporal context’ currently in force. In this section, I will provide a more detailed
model of memory for object locations.
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13.4.2.1 The external object location function

To begin with, recall from Section 13.2.1.2 that the hippocampus contains cells which
respond when a particular location is viewed, regardless of the location of the observer.
I will call the function which generates these representations of attended locations the
viewed location function, or if the attended location contains an object, the external
object location function. This function differs from the allocentric observer location and
allocentric observer orientation functions, which generate representations of the observer’s
own location and orientation in the environment. However, these latter functions combined
allow a vector to be specified on which the observed object or location must lie. All that is
needed to specify a point on this vector is an egocentric measure of the distance from the
observer to the attended location. In other words, the external object location function can
be generated from the same boundary vector inputs as the observer location and orientation
functions, supplemented with a measure of distance-to-attended-location. Franzius et al.
(2007) show that their constraint on slowly changing location representations allows an
external object location function to be learned from these inputs, under conditions where
the observer allocates sustained attention to stationary objects while moving through the
environment itself—again, a very neat result.

Note that an allocentric representation of the observer’s direction of attention cannot
be read simply off the orientation of the observer’s body in the environment. The angle
of the observer’s eyes in relation to his body must also be considered. In addition, we
must recall that the observer maintains a saliency map of locations to attend to. As
discussed in Section 2.4.4, there seem to be several copies of this map, some centred on the
retina, others on the head. The external object location function must take input from the
observer’s allocentric orientation in the environment, but also from the angle of the agent’s
gaze in relation to his body, and from the horizontal location of the associated region in
the saliency map.2 In summary, the external object location function maps points in the
observer’s saliency map onto points in the observer’s current environment.3

One interesting question concerns whether the mapping from the saliency map to an
environment-centred map is effected in parallel for all points in the map, or for one point at
a time. There is no direct data bearing on this question, as far as I know. However, there
is good evidence that the mappings between retinotopic, head-centred and body-centred
saliency maps are implemented in parallel in the parietal cortex (see Sections 2.4 and 2.5.2),
at least for a small number of salient locations. Indeed, there are some models of the
neural implementation of coordinate system transformations which assume that locations
are represented in several coordinate systems simultaneously (see especially Pouget and
Sejnowski, 1997). Perhaps the main difficulty for a parallel implementation of the external

2Note also that the vertical angle of the currently selected region in the saliency map in relation to the
horizontal plane can also function as a cue indicating the distance of the location or object which projects
to this point.

3Somewhere in here I should cite Spratling’s (2009) model of how retinotopic maps of locations are
converted to head-centred and then body-centred coordinate systems. This model is attractive, in that
a whole set of salient retinal locations are mapped in parallel to points in these more stable coordinate
systems.
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object location function is how to compute the distance of each point in the saliency map in
parallel. Some representations of distance are computed in parallel—the binocular disparity
information used in stereopsis is a good example (see e.g. Livingstone and Hubel, 1988).
But others can only be computed point-by-point—for instance, knowing the category of
an object allows us to use information about its normal size to help estimate its distance,
but objects can only be categorised one at a time (see Section 2.4). In conclusion, it seems
likely that there is a parallel implementation of the mapping from the retinal saliency map
to an environmnent-centred map, and also a serial one, which provides a more accurate
estimate.

13.4.2.2 The orienting function

The external object location function maps the agent’s current allocentric location and
orientation onto the point in the environment which he is attending to. The same learned
correspondences which enable this function also enable the agent to attend to any point in
the environment. I assume another function, called the orienting function, which takes
the agent’s current allocentric location and orientation, plus an arbitrary point in the
environment, and returns a goal allocentric orientation. The agent’s current and goal
allocentric orientations together provide input to a motor controller which generates an
orienting action, which might be defined as the activation of a point in the saliency map,
or as a saccade, or as a rotation of the head or the body, or as a rotation of the whole agent,
or possibly as a combination of several of these operations. The motor controller which
generates such movements is likely to be implemented in parietal cortex. We have already
discussed the mechanism which generates top-down activation in the saliency map; see
Section 2.4.2. The parietal cortex also contains cells with gain fields reflecting the agent’s
orientation in his environment (see e.g. Snyder et al., 1998 for evidence in macaques)
and which are involved in controlling orienting movements of the head (see e.g. Klam
and Graf, 2006). In summary, I will assume that the orienting function takes allocentric
representations of the agent’s current location and orientation from the hippocampus and
parahippocampal regions, plus an allocentric representation of another arbitrary region in
the current environment from the hippocampus, and generates an orienting action which
establishes the retinal location onto which this region projects as the new most-active point
in the saliency map.

13.4.2.3 Object location memory

As suggested in Section 3.6.4.2, I propose that the location of an object is encoded as an
association between an LTM individual and a hippocampal place representation. Such an
association is created when the observer looks at an external object. In this situation, the
object recognition function delivers an LTM individual, and the external object location
function delivers an environment-centred place representation. Hippocampal ‘view cells’,
which encode combinations of object identity and environment-centred location (see Rolls
et al., 1997a; Rolls, 1999) are presumably involved in implementing these associations.
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Recall from Section 3.6.4.2 that such associations must be completely dependent on
context representations. A given hippocampal cell may be used to represent locations in
many different environments. If the agent associates a particular object with this location
in one environment E1, there will be an association between the hippocampal cell and a
particular LTM individual. However, when the agent moves to another environment E2,
this association should no longer hold. Similarly, memories for object location should be
dependent on temporal context representations. An object might be in one location at
time T1, but be somewhere else at time T2. Associations between LTM individuals and
hippocampal place units must thus be gated by specific context representations. I assume
that ‘the current spatial context’ is represented by an active LTM environment, as intro-
duced in Section 13.4.1. I will consider temporal contexts in more detail in Section 13.9. In
summary, we can envisage an object location memory function, which takes a context
representation (comprising an LTM environment and a temporal context) and delivers a
set of associations between hippocampal place units and LTM individuals. Note that when
a particular association is in place, activating an LTM individual will generate an orienting
action which directs the agent’s attention to the associated location. A network which
implements this function is sketched in Figure 13.2.

LTM

individuals

hippocampal

place cells

current LTM environment

current ’temporal context’

Figure 13.2: A simple model of object location memory

13.4.3 Representing the spatial relationships between individual
environments

In Section 13.4.1 it was proposed that specific environments are represented as individuals
in LTM. However, it says nothing about how the spatial relationships between environments
are represented in LTM. These spatial relationships can be of different kinds. The most
important relationship between environments is accessibility: can an agent get (directly)
from one environment to another other? And if so, how? I will distinguish two types of
accessibility, and propose a means for representing each in LTM.
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13.4.3.1 Representation of adjacent environments

Firstly, two environments can be spatially adjacent. The simplest situation to consider
here is one where each environment is reasonably spatially enclosed, and where there is
a reasonably localised point at which they connect. For instance, we might consider two
rooms, linked by a doorway. For an agent who knows about the layout of these two rooms,
each room will be represented in LTM by an LTM environment. Place cells firing in the
agent’s cognitive map have a representation which is to be understood in relation to the
currently active LTM environment. I will call locations within a given environment places.
(The agent’s representations of ‘places in the current environment’ are therefore given by
place cells.)

How does the agent represent the layout of the two rooms? I propose that alongside the
object location memory function introduced in Section 3.6.4.2 there is an environment
location function which given an active LTM environment, delivers a set of associations
between cognitive map places and other LTM environments. The associations for any given
environment give the places in that environment at which there are adjoining environments.
If the agent moves to one of these places, he will be able to enter a new location.

Note that to access a new environment involves adopting an appropriate orientation as
well as an appropriate place. There is good evidence that agents maintain an environment-
centred model of their current orientation as well as of their current place. In rats, this
appears to be maintained in parahippocampal area called the postsubiculum (Taube et
al., 1990). In our two-rooms example, imagine that the agent is in Room 1, and reaches
the doorway. Entering Room 2 requires adopting a particular orientation: if the agent
has his back to the doorway, the adjacent environment will not be established. Once the
agent establishes the right orientation, his perception will be of Room 2; essentially he has
‘entered’ the second room by adopting a suitable position and orientation within Room
1. We must therefore extend our environment location function a little. I will define the
agent’s current spatial state as a tuple of a particular place and a particular orientation.
The environment location function now maps the current LTM environment onto a set of
associations between spatial states and new LTM environments.

It appears that a rat’s representation of head direction is remapped when entering an
adjacent environment, just as its representations of places are. So in order to represent
information about the relative configuration between two environments, it is probably
important to extend the environment location function a little further, so that when a
new LTM environment is activated, the rat also activates an appropriate new spatial state
(including place and orientation).

A network for representing neighbouring environments is shown in Figure 13.3. The
network contains a link from spatial state S1 to spatial state S2, and a link from spatial state
S1 to environment E2 (both shown in red). Both these links are gated by environment E1,
and so are only active when E1 is the current environment. If the agent is in environment
E1 and arrives in state S1 (a particular place and orientation), this will cause his current
environment representation to be updated to E2, and his current state representation to be
updated to S2 (i.e. his current place and orientation representations will also be updated
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Figure 13.3: A model for encoding the location of neighbouring environments

to conform to the new environment).

13.4.3.2 Representation of hierarchically nested environments

As described in Section 13.3.1, an object within one environment can be attended to as
an environment in its own right. This means that one environment can contain other
environments. How are such hierarchical relationships represented in spatial LTM? As a
general case, let us assume that there are two environments, E1 and E2, such that E2 is ‘in’
E1. Assume further that E1 and E2 are each represented by a unique LTM environment.
What is the relationship between these two LTM environments?

First, as for adjoining environments, we need to specify the place in E1 where E2 is—i.e.
where one has to go to in E1 if one wants to get into E2. Note that the ‘size’ of this place
will depend on the size of E2 in relation to E1. As it happens, hippocampal place cells are
defined at a range of spatial frequencies, just like cells in early visual areas (see e.g. Jung
et al., 1994; Kjelstrup et al., 2007). So representing location consists in picking a place cell
at (a) the right location, and (b) the right spatial frequency.

Second, there might also have to be a special spatial scale which you adopt in order
to transition from E1 to E2. As an agent, ‘adopting a smaller spatial scale’ might involve
shifting to a motor control regime in which one’s hand is monitored as an independent
moving entity. As an observer, it involves establishing a representation which assumes an
agent of a certain size. I assume that the appropriate spatial scale can be ‘read off’ the
spatial frequency of the place cell which represents E2’s location. (It should certainly be
correlated with this, at very least.)

Third, there might be arbitrary motor actions you have to perform to get into the
environment. For instance, to get onto a table requires a ‘climbing’ or ‘scrambling’ action;
to get onto a low platform requires a ‘step up’. These are locomotion actions, in the sense
that they move the agent, but they are primarily defined in terms of the agent’s configura-
tion. The early stages of such actions are quite likely to be defined on the new environment
established as a reach target. For instance, to climb onto a table requires the agent to bring
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his limbs into contact with the table in certain ways. Their latter stages involve establish-
ment of a certain configuration of the whole agent in his new environment—for instance,
the configuration of standing or kneeling on the table. These special environment-changing
motor actions can thus be thought of as operations which bring two frames of reference
into correspondence, just as regular reach-to-grasp actions do. I will call such actions
agent reconfiguration actions. These actions should also feature in the definition of
the relationship between one environment and a nested one.

Sometimes an embedded environment is primarily defined by this reconfiguration ac-
tion. For instance, a chair is an environment we can ‘get into’ by a particular whole-body
reconfiguration, but once ‘in’ a chair, there is very little scope for locomotion.4

In summary: at a first approximation, the function which delivers the environments
nested in the currently active LTM environment should associate a new LTM environment
with a tuple comprising (a) a place in the current environment, (b) a relative spatial scale,
and—optionally—(c) an agent reconfiguration action.

It is also important to consider how the embedding environment E1 is indexed to the
embedded environment E2. If the observer is simply attending to the embedded environ-
ment, then re-establishing the wider environment just involves choosing a larger spatial
scale for the scene perception modality. However, if the observer is in the embedded en-
vironment, then something more is required. Basically, the embedding environment will
be associated with the boundaries of the current environment, so what is required is to
navigate beyond these boundaries. An agent reconfiguration action might be required here
too, such as ‘climbing down’ from a table or ‘stepping off’ a platform. I will assume that
there is a function which maps the embedded LTM environment to a set of associations
between the embedding environment and a tuple of (a) a boundary representation and—
possibly—an agent reconfiguration action.5 Note that this function means that an agent
can always ‘pull back’ to a wider embedding context by establishing the LTM environment
associated with the boundaries of his current LTM environment.

13.4.3.3 A possible role for the retrosplenial cortex in storing spatial relation-
ships between connected environments

Where in the brain are the spatial relations between ajoining or nested environments
stored? There is some evidence that the retrosplenial cortex has a role in holding this in-
formation. Recall from Section 13.2.1.1 that Epstein et al. (2007) identified two parahip-
pocampal areas, the parahippocampal place area and the retrosplenial cortex, as being

4Other than a little shuffling, I suppose.
5One issue I am not considering is whereabouts in the embedding environment the agent arrives when

emerging from the embedded environment. If the embedded environment has spatial extent, then different
exit points will leave the agent at different places in the outer environment. If the embedded environment
is closed, and the agent has been in it too long for path integration to be of any help, it may simply be that
the agent has to re-establish this perceptually. If the embedded environment is open, it may be that the
agent has enough perceptual information about the boundaries of the embedding environment to remain
oriented to it, perhaps by periodically switching between environments.
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preferentially activated by familiar environments, and thus as being involved in represent-
ing individual environments. However, Epstein et al. also found that the familiarity effect
was considerably stronger for retrosplenial cortex than for PPA. They propose a model in
which environments are individuated in two ways: firstly by a characteristic spatial layout,
and secondly by characteristic connections to other known environments. They suggest
that PPA is primarily involved in individuating objects by the first means, while retros-
plenial cortex is also involved in individuating objects via the second means. Thus a good
case can be made that knowledge of the spatial links between individual environments is
stored in retrosplenial cortex.

There is another account of the role of the retrosplenial cortex, which proposes that it is
primarily involved in transforming allocentric spatial representations in the parietal cortex
into environment-centred hippocampal representations (see e.g. Burgess et al., 2001). Some
of the evidence used to support this model could equally well support a model in which
retrosplenial cortex stores the spatial relationships between LTM individuals and places.
For instance, Aguirre and D’Esposito’s (1999) finding that lesions of retrosplenial cortex
lead to difficulties in forming or recalling links between landmark identity and directional
information are equally well explained. However, the strong projections from retrosplenial
to posterior parietal cortex must also be explained. One possibility is that these are involved
in representing the reconfiguration actions which can be needed in order to move from one
environment to another. Such actions often involve reaches, or arbitrary limb movements.
It is plausible to envisage that representing reconfiguration actions will require links to the
parietal cortex. Note that the retrosplenial cortex also projects to the prefrontal cortex
(see e.g. Shibata et al., 2004 for data from rats), which makes sense if reconfiguration
actions are defined as action sequence plans, as proposed in Section 3.2. However, this
idea is very speculative.

13.4.4 Special environments: trajectories, sub-environments and
configurations

In this section I will introduce three special types of environment, which are less easy to
conceptualise as objects, even at a coarser spatial scale. I will begin by considering paths,
which have some interesting special characteristics. Then I will consider components of
environments which are referred to using the environment’s own coordinate system, such
as the top of a table, or the corner of a room. Finally I will consider ‘configurations of
objects’ as environments. Each of these environments is a special case, which must be
related to its containing environment by special methods.

13.4.4.1 Paths as environments

A field might have a path running through it. We can talk about an agent being on the
path, or moving onto the path; by these criteria, it seems like an environment nested
within the field environment. However, it is hard to think of the path as a normal object
within the field, like a tree or a car. In fact, a path might only be defined as an absence of

425



obstacles, rather than any particular form or texture. While it makes sense to talk about
the path being ‘in’ the field, it does not appear to be nested as an object within the field.
How should a path be characterised as an environment?

I suggest it makes most sense to think of the path as a trajectory in the environment:
it defines a route which an agent could take. We have seen in Section 3.7.1 that sequences
of place cells can be stored and recalled; in Section 13.11.3.1 I will expand on this idea in
the context of spatial navigation, and outline evidence that trajectories are a natural unit
of information storage for the hippocampus. In the present context, I propose that there
is a special class of sub-environments whose location within their nesting environment is
given by a sequence of place cells. I will call these environments path environments.

An agent can navigate along a path environment. However, a path environment can also
be established visually. Observers can execute visual routines (Ullman, 1984) which track
elongated visual stimuli such as lines or paths. An observer can represent the trajectory
of a moving object in an environmnent-centred frame of reference, as will be discussed in
Section ??. I suggest that these are the perceptual modalities by which the location of
path environments are established.

Note that many ‘long thin’ objects can be usefully characterised as trajectories. For
instance, a fence is an object which can presumably be recognised by its distinctive form.
However, the location of this object is best defined as a trajectory.

13.4.4.2 Sub-environments

We can talk about someone being in the corner of a room, or of a cup being on the edge of
a table. By this criterion, corners and edges are environments in their own right. Prima
facie, we might think that a corner stands in the same relation to the containing room
environment as other objects in the room. But again, a corner is not an object in the
room; it is a part of the room. It cannot be moved to different locations within the room,
like ordinary objects. It cannot be referred to independently of the environment it is a part
of. (‘Hey look! There’s an edge on the front lawn!’) I will call environments like corners
and edges sub-environments. Other examples include regions denoted by words like top,
side and back.

How should sub-environments be represented? They are better understood as identi-
fying regions of an environment in a frame of reference given by the environment’s own
internal geometry. The key question is therefore, how is the environment’s geometry to be
represented?

I propose that an environment’s geometry is defined in terms of its motor affordances.
For a object which is small enough to manipulate, these will relate to surfaces and oppo-
sition spaces which afford particular grasp or contact relations. Thus the edge of a desk
might be a region implicated in several operations involved in moving it, or lifting it. For
an environment large enough for us to navigate through, the geometry largely concerns
boundaries to navigation, or surfaces which provide stable support; for instance a cor-
ner is a region of an environment where two boundaries meet at a relatively acute angle,
and where possible paths for the agent are particularly constrained, while the ‘middle’ of
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an environment affords many more navigation options. I therefore suggest that a sub-
environment, labelled by words such as ‘top’ or ‘corner’ or ‘middle’, identifies a region of
an environment by its affordances, either for navigation or for prehension or manipulation.

Note that some sub-environments can also be classified as objects. For instance, the lid
of a box or the door of a room can be defined in relation to the affordance-based geometry
of the environments which they belong to, but they are also manipulable and classifiable
objects in their own right. (It is interesting to compare a door to a doorway: a door has
a clear affordance-based characterisation in a room environment if it happens to be ‘in’ a
doorway. If not, it’s just an object.)

13.4.4.3 Configurations of objects as environments

It is interesting to reconsider the hierarchical object classification system described in
Section 10.5 in the light of the current discussion of environments. Some of the categories
used in that section were shapes, such as lines and circles. If a salient region was categorised
at a low spatial frequency as a shape, and then at a high spatial frequency as an object,
we produced descriptions such as ‘a line of dogs’, or ‘a circle of wolves’. Note that lines
and circles, just like edges and corners, cannot be established as objects in their own right.
(‘Look mum, there’s a line in the garden!’) However, it is certainly possible to think of them
as environments. Recall that when we establish an object ‘as an environment’, we create
a saliency map of regions ‘within the object’ at higher spatial scale, to allow us to focus
on a proper subpart of the object. In group classification, we move to the higher spatial
scale, but without establishing a saliency map: the region classified remains the whole
region associated with the object. We can think of the objects established during group
classification as completely ‘filling’ the environment, or as being what the environment
completely consists of. There are some ‘object categories’ which it is particularly helpful
to think of as ‘environments’ which are ‘completely filled’ by the objects they ‘contain’,
and which comprise nothing but their contents. ‘Shape’ categories such as ‘line’, ‘circle’
and so on are one such case. Note that we can talk about wolves as being in a circle, or
soldiers as being in a line: the appropriateness of the spatial preposition in is significant.

It may also be possible to think of numbers as relating to configurational environments.
Very briefly: assume we establish a group of objects as a single region in the saliency map,
and then set up a sub-saliency map within this region individuating the objects in the
group. Counting the objects in the group involves an exhaustive serial search, synchro-
nised with a serial verbal routine. The point is that the counting process operates on the
group object defined as an environment. This idea may be consistent with our usage of the
preposition of in expressions like three of the dogs, or of the preposition in in expressions
like dogs arrived in large numbers, or the Italian eriamo in tre (there were three of us).
Note that a number like ‘5’ is not itself a configurational environment: each configurational
environment is an ‘instance’ of a number. Numbers themselves should be thought of as
properties of configurational environments. Some of these properties can be determined
directly, by numerosity judgements (or by parallel individuation in the case of sets of four
or less). More mathematical number properties can only be determined by the taught
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strategy of counting, in which an exhaustive visual search is accompanied by an attendant
verbal routine. Note that counting has verbal side-effects but no sensorimotor ones: count-
ing a set containing twenty-one objects does not modify the sensorimotor representation
of this set, although it generates a special verbal label for it. (In sensorimotor terms, a set
containing twenty-one objects has a numerosity representation which provides some indica-
tion of its size, but this is much less specific.) One interesting thing about ‘mathematical’
number words like five, six, seven etc is that they do not really denote precise sensorimotor
representations: they denote the results of sensorimotor processes which have their own
verbal component. It would be interesting to pursue a Kantian line of enquiry, and see
whether concepts of number and geometry, understood linguistically, can be grounded in
the present model of visual and spatial cognition.

[Syntactically, number words and numerosity words are determiners. What’s the sig-
nificance of that?]

13.5 The ‘current spatial environment’ representation,

and how it is updated

Section 13.4 presented a model of how an agent represents the spatial relationships between
the objects and environments he is familiar with. The basic idea is that any given envi-
ronment is associated with a map of locations, any one of which can in turn be associated
with another environment (either an adjacent or a nested one) or another object (which
can of course be treated as an environment in its own right).

Having set out this model, it is useful to revisit the notion of the agent’s current spa-
tial environment—i.e. the LTM environment which represents ‘the place where the agent
currently is’. The notion of the agent’s current spatial environment was introduced in Sec-
tion 3.6.2.2. We can now say something about how the current spatial environment changes
as the agent executes locomotion actions. In Section 13.5.1 I will consider how the current
environment representation is updated as the agent physically moves from environment to
environment. In Section 13.5.2 I will consider how relationships between environments are
learned. In Section 13.5.3 I will discuss updates to the current environment representation
which result from purely attentional actions.

13.5.1 Updating the current spatial environment during locomo-
tion actions

I assume there is a medium in which all the LTM environment units compete, called the
current spatial environment layer. Only one of these units can be active at any given
time. Suppose that the agent is currently in a room, represented by LTM environment
Eoffice. Under these circumstances, the hippocampal cognitive map will represent a partic-
ular collection of boundaries, with respect to which a set of places will be defined. There
will be a particular set of associations between places and other LTM individuals (the
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objects in the room whose location is known). There will also be a particular set of associ-
ations in force between allocentric states—i.e. pairs of places and orientations—and other
LTM environments (the environments known to adjoin the room, or to be nested within
it). Say the room has a doorway which the agent knows accesses a garden: this knowledge
will be represented as a link between a particular allocentric state (the state of being at
the location of the doorway and facing ‘out’, which we will denote Sdoorway) and an LTM
environment representing the garden (which we will denote Egarden). If the agent happens
to achieve allocentric state Sdoorway, a top-down representation of the associated LTM en-
vironment Egarden will be activated. At the same time, the agent’s environment perception
system in the PPA will generate a holistic representation of the new garden environment
which he now has access to. This representation will be independently linked to a particu-
lar LTM environment (see Section 13.2.1.1). If the agent’s spatial memory is accurate, his
perceptual and memory representations will converge on the LTM environment Egarden.
In this situation, an update will occur within the current spatial environment layer: the
currently-active Eoffice individual will be suppressed (perhaps via self-inhibition), and the
newly activated Egarden individual will take over as the dominating representation. This
transition will in turn trigger a dramatic reinterpretation of the information carried by hip-
pocampal place cells. Firstly, the locations which they represent will be defined in relation
to the shape of the garden, which may be different than the shape of the office. Secondly, a
new set of associations between ‘locations’ and other LTM individuals will come into effect,
to represent the agent’s spatial memory for the location of objects and environments in
this new location. These changes are what underlies the ‘remapping’ of place cells which
is observed when an animal moves from one environment to another.

13.5.2 Learning about relationships between spatial environments

I assume that every time the current spatial environment is updated, some learning takes
place, so that the agent expects a similar transition if similar circumstances present them-
selves. In the above situation, the agent already knows the relationship between the office
and garden environments. But assume that there is another doorway out of the office which
the agent has never stood in (or looked through), which leads to a room the agent has never
seen. Say the agent now stands in this doorway, and perceives the new room environment
for the first time. His environment perception modality will generate a representation of
a room, which is recognised as new (see Section 13.10 for an account of how this is done).
Accordingly a new LTM environment will be created, and the agent’s current allocentric
state will be associated with this new environment. (Of course, this association will be
conditional on the activation of the current spatial context representation Eoffice, like all
associations in spatial memory.)

In summary, every time the agent transitions from one spatial context to another, some
learning takes place, which strengthens an association between the agent’s allocentric state
in the first spatial context and a top-down expectation of the second spatial context.
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13.5.3 Attentional establishment of distant environments

Recall that an agent is also able to enter a new environment ‘attentionally’, by directing the
environment perception modality to a subpart of his visual field. An agent can establish a
distant environment by this means—for instance, a distant garden—and can also establish a
distant object as an environment; both types of establishment are described in Section 13.3.
What happens to the ‘current environment’ representation in these cases?

My proposal here draws on one of the key concepts introduced in Chapter 2: the
distinction between action execution mode and action perception mode. Recall that an
observer’s sensorimotor experience takes the form of a sequence of operations, in which
early operations set up the attentional context for later operations. The very first opera-
tion is to make a decision about whether to do something or to observe something. Making
this decision establishes the way in which the observer’s action and intention representa-
tion systems are connected to his sensorimotor apparatus. Understanding representations
within these systems is impossible without knowing which decision was taken, i.e. what
mode of connection with the sensorimotor apparatus is in force.

I now propose that the observer’s spatial representations are similarly dependent on a
prior decision to act or to observe. I will outline this proposal in the rest of this section.

13.5.3.1 Current observer location and current subject location

To begin with, I propose that the observer maintains two representations of ‘current loca-
tion’. One of these is constrained to represent his own location; the other can be configured
to represent his own location, or the location of an object, agent or environment separate
from himself. Each location representation has two components: one is a representation
of ‘the current environment’—i.e. a single active LTM environmnent representation—the
other is a representation of ‘the current place within this environment’—for instance a
single active hippocampal place cell, or a single active point in a motor map (if the en-
vironment is a manipulable object). I will term the representations of the observer’s own
location the current observer environment and the current observer place. I will
term the more flexible representations of location the current subject location and the
current subject place. The ‘subject’ can be the observer himself or a separate observed
entity.

Representations in the current subject environment and current subject place should
be thought of as analogous to representations in the motor system. What they refer to
depends entirely on which mode the observer is in. If the observer is in self observation
mode, they are simply references to the current observer environment and current observer
place. If the observer is in external observation mode, they refer to the environment
and place of whatever the observer is currently attending to—in other words, to the place
computed by the external object location function introduced in Section 13.4.2.1.
These terms are intended to encompass the terms ‘action execution mode’ and ‘action
observation mode’, but to extend to cases where states are perceived as well as where
actions are perceived. The event which triggers external observation mode is, as before,
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the observer’s attention being drawn to an external entity.
It is useful to revisit the ‘orienting function’ discussed in Section 13.4.2.2 in the light

of the newly introduced definitions of current observer place and current subject place.
Recall that the orienting function takes an allocentric representation of the observer’s
own location and orientation, plus an allocentric representation of some other location
in the environment, and generates an orienting action which establishes the observer’s
attention on the corresponding location in the world. In Section 13.4.2.2 it was not clear
how the representations of the observer’s own location and of the attended location were
kept separate. The distinction between current observer place and current subject place
remedies this problem.

13.5.3.2 Candidate subject places and current subject place

Recall from Chapter 2 (see e.g. Section 2.8.3) that in the ‘initial context’ prior to the
execution or perception of a reach action, the observer is in a state in which all objects in
his environment compete for attention. The observer himself is one of the objects which
competes for attention, on an equal footing with external objects in his environment. In
Chapter 2 we did not discuss the attentional medium in which these objects compete in any
detail—however, we did specify that it had to represent the observer as an object just like
any other. The ‘current subject place’ representation just introduced in Section 13.5.3.1 has
many of the properties needed to function as the attentional medium in which the observer
competes with external objects: it can represent the location of either the observer or
of an external object. However, it is constrained to represent the location of just one
object: the one currently attended. It is useful to envisage an earlier representation, in
which a set of environment-centred representations of object locations are activated in
parallel, and which passes activity forward to a competitive layer in which a single location
is selected. The latter layer represents the current subject place. The former layer we can
think of as holding a set of candidate subject places, from which the current subject
place is selected. The relationship between the two layers is illustrated in Figure 13.4.
There is a one-to-one relationship between candidate and current subject places. Each

current subject place

candidate subject places

current observer location

’attend−to−self’
bottom−up and top−down

representations of external objects

external observation mode

self−observation mode

Figure 13.4: Candidate and current subject places
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candidate subject place receives input from various external sources. One source relates
to the observer’s own allocentric location. There is a one-to-one mapping from current
observer places to candidate subject places. At any time, there is a single current observer
place unit active. If the agent decides to attend to himself, activity from the current
observer place is gated through to the corresponding candidate subject place. At the
same time, the candidate subject representations also receive input from representations
of external objects in the environment. These might be bottom-up, channelled through
the saliency map (via a transformation related to the orienting function), or top-down (i.e.
representations of LTM individuals to be sought for, channelled through object location
memory). The combined activations from all these sources are sent to the current subject
place layer, in which a single place is selected. I have also sketched the circuitry which
establishes self observation mode or external observation mode once a winning place has
been chosen.

Note that the architecture shown in Figure 13.4 can easily be extended to support
a systematic search of the objects in the current environment (including the observer),
simply by adding an inhibitory link from each unit in the current subject place layer to
its corresponding unit in the candidate subject places layer. This could allow the observer
to search through his whole environment as well as just through just salient points in his
current visual field. A sequence of current subject places will be established in turn. Each
one will provide input to the orienting function, which will direct the observer’s attention
to an appropriate point in space. In other words, the map of current subject places can be
thought of as a version of the saliency map which is stable over changes in the observer’s
orientation in, and even position in, the environment.

13.5.3.3 Object location memory revisited

The discussion in the previous section allows us to be still more precise about the architec-
ture of object location memory. In Section 13.4.2.3, object location memory was conceived
as a set of associations from LTM individuals to ‘hippocampal place cells’, gated by a
representation of context. We can now specify that object location memory is a set of
associations between LTM individuals and candidate subject places. The fact that they are
subject places allows object location memory to store the location of the observer as well
as the location of external objects. The fact that they are candidate places means that the
set of LTM individual activations can deliver a set of top-down biases towards particular
places in the current environment in parallel, which can combine with bottom-up percep-
tual biases to select a single place. Finally, the general notion of ‘current context’ can
be replaced by the notion of the current subject environment. The extended network for
object location memory is shown in Figure 13.5. This network shows how object location
memory contributes activations to the set of candidate places shown in Figure 13.4.
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Figure 13.5: An extended model of object location memory

13.5.3.4 The possible operations in external observation mode

When the observer has decided to attend to an external entity, there are a number of things
which can happen next. These will be reviewed in this section.

To begin with, the ‘current subject environment’ representation is set to the current
observer environment representation. The entity attended to is assumed to have a place in
the observer’s current environment. In addition, a ‘current subject place’ representation is
established which encodes the allocentric location of the object or location being attended
to. Hippocampal ‘view cells’ can be thought of as the current subject place representations
which are formed when the agent happens to be in external observation mode.

What happens next depends on whether the entity attended to is best classified as an
environment or as an object (c.f. Section 13.3.1.1). If it is classified as an environment,
an LTM environment will be associated with it. This environment is now established as
the current subject environment. Since it is an environment, a saliency map of points
within this environment is also automatically created. If one of these points is chosen to
be attended to, its location will be given as a place within the current subject environment,
rather than within the current observer environment.

If the entity initially attended by the observer happens to be an object, rather than
an environment, several things may happen. Firstly, the object may be an animate agent.
In this case, one possibility is that the agent starts to execute a reach action. The ob-
server’s ‘current subject environment’ will then change from his own environment to a
representation of the observed agent’s peripersonal space. (Note that this is another way
of representing the second operation in the perception of a reach action, as described in
Chapter 2. A full reinterpretation of the spatial representations involved in executing or
observing a reach action will be given in Section 13.7.) Another possibility is that the
observed agent begins to execute a locomotion action. In this case, the observer’s ‘cur-
rent subject environment’ remains the same as the observer’s own environment, and the
observer’s ‘current subject place’ moves through a sequence of states representing the ob-
served agent’s trajectory. (A fuller account of the perception of locomotion actions is given
in Section 13.11.) Another possibility is that the observer is not interested in the observed
agent’s actions, but wants to find out about objects which the agent ‘possesses’—i.e. which
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are part of, or belong to, the agent. In this case, a new LTM environment becomes active,
which represents the agent as an environment, and this new LTM environment becomes
the new ‘current subject environment’. At the same time, a saliency map is established
on the observed agent. Points in this saliency map will be related to places ‘in the agent’,
which in the first instance will be motor systems. These points might correspond to ‘parts’
of the agent, such as arms and legs, or to things held or possessed by the agent. (I will
talk more about how objects and body parts are indexed to an agent in Section 13.7.)

Secondly, the object attended to by the observer might be an inanimate one. In this
case, the range of possibilities is somewhat similar. The object may undergo an internal
configuration change—for instance, a piece of paper may curl in the fire, or a door may
close. The object may move through the environment—for instance, a ball may roll through
the room, or a leaf may fall. Finally, the observer can decide to attend to the object as an
environment. In this case, again, a new LTM environment will become active as the current
subject environment, which represents the object as an environment, and a saliency map
will be established on the object, representing interesting locations within it. If one of these
locations is attended to, the object found there will be represented as a point in the newly
established current subject environment (i.e. as an object which is part of the originally
attended inanimate object), rather than as a point in the observer’s own environment. For
instance, the location of a cup found by establishing a desk as an environment will be given
in relation to the desk, rather than in relation to the enviromnent which the desk is in.

13.5.3.5 The relationship between LTM individuals and LTM environments

In the previous section I emphasised the idea that an LTM individual can become an
environment in its own right, because it has important consequences for the architecture
of the spatial LTM system. I assume that the representations of individuals and envi-
ronments must be physically separate, as a way of enforcing the ontological distinctions
between them. In this case, the possibility of reinterpreting an object as an environment
requires there to be a mapping between LTM individuals and LTM environments. This
mapping, where defined, should be symmetrical, and one-to-one: a single LTM individual
should be bidirectionally associated with a single LTM environment. Whenever an object
is established as an environment, a new element of this mapping is learned.

13.6 Interim Summary

Sections 13.2 and 13.3 outlined a model of how objects and their locations in environments
are perceived. This model introduces some perceptual modalities which are specialised for
perceiving the spatial structure of environments. It also suggests that the duality between
objects and environments relates to a hierarchical system of saliency maps. The duality
between objects and environments in the perceptual model is echoed in the model of spatial
LTM, by a device which maps LTM individuals onto LTM environments.

Sections 13.4 and 13.5 outlined a rough model of spatial LTM, and of how it is used to
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represent the environment which an observer is currently in, or currently attending to. The
basic proposal is that individual objects and environments in the world are represented as
individual neural assemblies: objects are represented by a collection of LTM individuals,
and environments are represented by a collection of LTM environments. I have defined a
notion of the current subject environment; this representation can be used to encode the
observer’s own environment, or an environment which is distant from the observer. I have
also defined a notion of the current subject place; for any current subject environment there
is a set of these places, which are defined in relation to the environment’s boundaries (for
the kinds of environment which are navigable by an autonomous agent) or in relation to the
haptic affordances of the environment (for the kinds of environment which are explored by
motor subsystems such as hands, fingers, and other effectors). I have also defined a way for
the spatial relationships between environments and between objects and environments to
be encoded in LTM; the basic proposal is that a given current subject environment enables
a set of associations between place representations and other objects or other environments.
I have also described how these relationships are learned and used by an agent to generate
top-down expectations.

13.7 Spatial representations in the reach-to-grasp ac-

tion

Before moving on, it is useful to reconsider our cup-grabbing action within the model of
spatial representations which has just been given. There are several interesting connections
to be made. I first consider how an agent should be represented in spatial LTM. An
agent is an object; therefore it should make sense to be able to establish an agent ‘as an
environment’. In Section 13.7.1 I show that this fits well with the sensorimotor model of
agents developed in Chapter 2. I introduce a new kind of environment called a motor
environment, and explain how this can be incorporated into the model of objects and
environments already developed. In Section 13.7.2 I consider how a manipulable object
should be considered as an environment. This creates links back to two concepts introduced
in Chapter 2: one is the notion of ‘opposition spaces’, and the other is the notion of ‘haptic’
perceptual modality. Both these concepts can be integrated within the general model of
spatial cognition just developed. In Section 13.7.3, I discuss the special mode of motor
control which allows agents to bring about various types of movement in a grasped object.
Finally, in Section 13.7.4, I look at how to represent the establishment of a stable grasp in
spatial LTM. The basic proposal is that the object should become indexed to a position in
the agent’s motor environment, and by this means ultimately linked to the agent.

13.7.1 Agents as environments

Recall from Section 13.2.2 that there are several spatial representations which are specific to
agents. Some of these are holistic representations of agents—these might be representations
of individual agents computed in the object classification system, or representations of
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global poses or motion gestalts computed in the somatic or biological motion systems. If
an agent is established ‘as an environment’, then the dominant representation of places
‘within’ this environment will not be given by hippocampal place cells; rather it will be
given using motor representations, as discussed in Section 13.2.2.2. I will assume that
there are two different types of environment, with separate systems for representing maps
of places. A gravity environment is predominantly horizontal, and affords navigation by
an autonomous agent who can maintain contact with it due to the force exerted by gravity.
Places within such an environment are given in the hippocampus. A motor environment
is an agent, and places within the agent are defined using motor representations.

What are the places within an agent? The motor system is strongly hierarchical, as
shown in Chapter 2. Accordingly, there are many levels at which places can be defined.
As already suggested in Section 13.2.2.2, I propose that at the highest level, the map of
places within an agent is defined as the set of motor systems which the agent can deploy to
reach points in his perispace—for instance, an arm/hand, or a leg/foot, or a pair of arms
working in coordination. I assume that these systems compete amongst one another, and
that when an agent decides to act, one system is selected.

When one motor system is selected, I suggest that it becomes established as an envi-
ronment in its own right; in other words as a context within which a finer-grained collection
of locations can be represented. If the selected motor system is the hand/arm, then a new
motor map can be referenced, representing the objects in the vicinity of the selected arm
as movement vectors. When one of these objects is selected, we again establish a new en-
vironment: places within this new environment are represented using a motor map centred
on the hand, which is a motor subsystem of the hand/arm. At this point—at least, if the
goal is a stable grasp—the hierarchy bottoms out.

The notion of sub-environments, introduced in Section 13.4.4.2, is useful for de-
scribing hierarchical relationships within motor systems. I propose that the hand is a
sub-environment of the arm; in other words, that the hand is a place within the arm,
which is defined in relation to the geometry of the arm. Just as some sub-environments
can also be characterised as objects in their own right, we can treat motor systems like the
hand and arm as objects; however in their role as motor systems, they are best understood
as sub-environments.

On this model, if a motor system is seen as an environment, then ‘attentionally entering’
a motor system basically means selectively activating one of its component subsystems.
The active subsystem can be thought of as the experiencer’s ‘place’ within an established
motor environment.

13.7.2 Target objects as environments

In Section 13.3.5 I introduced the idea that the spatial structure of a manipulable object
established ‘as an environment’ is given by the types of action it affords to motor systems
with effectors of the appropriate scale. In this section I will elaborate on this idea.

The basic suggestion is that ‘places’ within an object established as an environment
are defined as actions performable by an appropriate motor subsystem. Some of these
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actions may be stable grasps. But other actions may be more exploratory—for instance,
the running of a finger around a contour, or the running of a palm or set of fingers over a
planar surface. As already discussed in Section 2.5.3, areas like AIP compute an object’s
affordances from visual information. Once these areas have learned their task, an object
can be established ‘as an environment’ before it is reached by the hand, and even before it
is in the agent’s perispace.

When an agent is reaching for an object, there must be a mechanism which selects
a particular contact or grasp action from amongst the different actions afforded. I now
assume that there is a visual attentional component to this mechanism, so that when a
particular grasp or contact action is selected, certain places within the region subtended
by the cup are also attended to: these will be the landing points or surfaces for the action.

Now recall from Section 13.3.1 that when an object is established as an environment,
a sub-saliency map is also created within the region it subtends, so that objects ‘within’
this environment can be attended to. Active regions in this saliency map are regions
occupied by objects. There must be a mechanism for associating regions in this map with
places defined within the agent’s motor vocabulary. I assume that the visual attentional
mechanisms which are correlates of action selection are also expressed within the sub-
saliency map—in other words, that the saliency map provides a mechanism for expressing
the location of objects in ‘places’ on their ‘host’ object. Thus, for instance, if I notice that
a cup has a fly on its rim, the fly is an object, and the rim is the place at which the object
is located. The rim is ultimately defined in terms of its motor affordances, but because
it is also expressed as a region within the sub-saliency map, we can also represent objects
which happen to be located ‘on’ the rim.

Note that we expect many regularities in the relationship between objects and the host
objects they are ‘in’, or ‘on’. These mainly relate to relationships of stable support, or
contact. Places on an object are ultimately defined in terms of these relationships, and
we expect objects ‘in’ these places to have appropriate configurations. For instance, we
expect the fly to be ‘standing’ on the rim of the cup, not lying on its back, or attached by
one wing. These correspondences presumably have to be learned through long experience
with combinations of objects during infancy.

13.7.3 Manipulated objects as observed agents

A stable grasp is not always the ultimate goal of a prehension action. When a target object
is held in a stable grasp, the agent can control it: movements of the arm will change its
location, movements of the wrist will change its orientation, and if it is soft or flexible
enough, movements of the fingers could cause a change in its internal configuration. (In
fact, changes to the object can also be brought about by many types of contact which do
not involve a stable grasp, as for instance with pushes or punches.) Recall that in order
to achieve contact with an object, the agent has to learn a sequence of three sensorimotor
operations: attention-to-self, attention-to-target, motor-action-execution. Note that these
actions can be thought of as actions executed within increasingly nested sub-environments:
the first action takes place within an allocentrically defined environment, in which the
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agent himself competes with external entities for attention; the second takes place within
the motor environment of the agent; the third takes place within the motor environment
of the arm. We can now postulate that in actions defined by the effects they bring about
on a target object, a fourth operation must occur, which transitions to a fourth attentional
environment. Interestingly, this new environment is not a sub-environment of the hand. I
suggest instead that the agent must attend to the manipulated object as an agent in its
own right, using the perceptual systems he would employ to attend to an external agent
performing some arbitrary action. I propose that the agent enters a new mode of motor
control, in which feedback is provided by the action recognition system, rather than by
specialised mechanisms for monitoring reach actions. There are several interesting aspects
to this idea.

Firstly, note that during this new mode of attention to the target object as an agent,
it is not necessary that the agent maintains a stable grasp of, or even contact with, the
object. A sequence of actions which results in the object being propelled to a distant
point could quite feasibly be learned: the final attentional context in this case will involve
monitoring the object flying through the air, using the same perceptual mechanisms by
which an external agent’s locomotion actions are tracked. We can thus model actions which
bring about a very wide range of effects on the target object.

Secondly, note that when the agent has established the manipulated object as a lo-
comoting agent in its own right, he is also likely to switch to a different environment
representation, commensurate with the size of the object. Establishing a manipulated ob-
ject as an agent provides a way the agent can ‘enter’ environments which are an order of
magnitude smaller than the environments he walks around in.

Finally, note that the agent can also establish his own effectors as agents, simply by
executing the special fourth action without having grasped anything. This gives the agent
a special way of attending to ‘his own actions’ with particular deliberation, which might
be useful when new actions are being learned.6

13.7.4 Representation of a stable grasp within spatial LTM

The agent and the cup are both objects in the environment, and they must both have
locations. If the cup is in the agent’s perispace, and thus close enough to reach, it is likely
that the agent and the cup are represented in the current environment-centred cognitive
map as being ‘at the same place’—at least at some granularity of resolution in this cognitive
map. How is the location of the object represented once the agent has established a stable
grasp?

13.7.4.1 Indexing of the object to the agent

While the agent has a stable grasp on the object, the location of the object can be read off
the location of the agent. This axiom is what permits the learning of the mapping from

6Maybe babies learn their initial hand actions via this mechanism. They certainly spend a lot of time
looking at their hands, unlike mature adults, who have better things to look at.
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visual to motor representations of space and orientation in Section 2.5.4. But note that
the same axiom must prompt a change in the way the allocentric location of the cup is
specified in spatial LTM. Note that as soon as a stable grasp is achieved, I can say that
the cup is in the agent’s hand. While the agent’s hand was approaching the cup, it made
sense to think of the cup as the environment, and the hand as a locomotor moving into
this environment. When describing the shape of the cup, it still makes sense to think this
way. But when describing the location of the cup, we must now flip this relationship on its
head: the agent’s hand is now the environment, and the cup is an object contained within
it.

Now recall that the agent’s hand is itself a sub-environment within the larger motor
environment which is the whole agent. So the spatial relationship between the agent and
the held object is given by the relationship between the relevant motor environments.

13.7.4.2 Physical possession

When a stable grasp has been achieved, the LTM individual denoting the cup must be
indexed to the LTM individual denoting the agent. From this point on, in order to re-
attend to the cup, we must first establish the agent as a motor environment, and then
select one ‘place’ within this environment, i.e. one of the agent’s motor subsystems. This
establishes an attentional environment in which we can directly access the cup.

13.7.4.3 The representation of body parts

Note that we can establish body parts as objects as well as as motor systems. This process
is at the heart of the mapping which is established between motor and visual modalities.
But note also that there is an interesting difference between saying I have a hand and saying
I have a cup. The latter sentence basically functions to index the cup to a particular agent
(me). It is unspecified ‘where’ the cup is in the agent’s motor environment, but this extra
information can easily be provided: I have a cup in my hand. But I have a hand cannot
be thus modified. I have a hand has a status similar to The cup has a rim, or The tabletop
has an edge.

13.7.4.4 The abstract concept of possession

Note that we can index an object to an agent when it is within the agent’s perispace, even
if the agent is not currently grasping it. The important thing is that the agent has some
measure of control over the object, because he is able to grasp it if he so wishes. Thus we
might recognise that John ‘has’ a big stick, even if the stick is simply lying next to him.
Using this coordinate-system-based conception of ‘have’, to have is not necessarily to hold.

It is not a long step from here to a more abstract notion of possession. The important
commonality is that objects can remain indexed to an agent in some long-term memory
domain even when the agent moves away from them altogether. The notion of ‘control’ in
the more abstract case has more to do with claimed rights over objects than with immediate
accessibility. This abstraction from spatial proximity to possession has been quite widely
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discussed in cognitive linguistics (see e.g. ??). My main interest is in how the more abstract
notion of possession can be implemented within the LTM framework which is currently
being developed.

In experience mode, establishing an object indexed to an individual involves establish-
ing that individual first—this creates an attentional context in which the indexed object
becomes accessible. I suggest that the abstract notion of possession involves operations
in memory mode, which navigate the indexing relationships between LTM individuals in
a way which parallels sequential actions of attention. I assume that the sensorimotor op-
eration which establishes the currently attended object as an environment by adopting a
finer spatial scale has an analogue in memory mode. The currently attended object is the
currently active LTM individual. The memory mode analogue of establishing an object as
an environment is the operation of activating all the LTM objects directly indexed to the
currently active individual as candidates for the next LTM object to be activated. Again,
the details of this operation will be given later, in Section ??.

Note that both the sensorimotor and the memory-mode conceptions of possession in-
volve sequences of attentional operations. An individual is established indirectly, by first
establishing the individual which owns it and then performing a particular type of atten-
tional operation. In Section ?? I will propose a mapping between sequential structures of
this form and the LF structure of possessive DPs.

13.8 Simple ‘hand-scale’ environments

In Section 13.7.3 I introduced the idea that manipulated objects are like agents, moving
around in their own environments, which are ‘smaller’ than the agent’s own environment.
A simple example of the kind of environment which a manipulated object can move around
in is a tabletop: something that supports objects. Children have to learn the properties
of such environments; see e.g. Baillargeon (1994; 1995; 1998). In the first instance, this
learning doesn’t involve manipulated objects at all - rather it just involves the infant’s
own hands. In this section I will outline a model of how infants learn about simple flat
surfaces like tabletops, which can serve as environments within which their hands can be
given trajectories. The basic aim is to explain simple actions like moving one’s hand onto
a tabletop, or along it.

The account is analogous to the account of learning about objects (and how to reach/grasp
them) given in Lee-Hand and Knott (2013). In that account, the infant begins by find-
ing certain tactile stimuli intrinsically pleasurable, and this leads to the development of a
simple motor conception of an object, as a stable grasp state. Then the infant learns the
visual representations which map onto these motor representations, so s/he can recognise
objects (and their grasp affordances) visually. I suggest that the account of how infants
learn surfaces runs parallel to this, but that it’s nonetheless quite separate: it involves
learning in a ‘space perception’ modality, rather than the object perception modality. As
discussed in Section ??, these are quite different.

For bootstrapping the concept of a surface, I assume the basic axiomatically pleasurable

440



tactile sensation is a sense of even touch. The sensation involves tactile responses from
several parts of a single hand - in this discussion, I’ll assume these are the tips of all five
fingers. The pleasurable sensation is a touch of a particular intensity. When this same
intensity of touch is felt in all the fingertips, it must be the case that the infant’s hand is
aligned with the surface. There is a plane defined by the fingertips which is aligned with
the plane of the surface being touched.

The next axiomatically pleasurable tactile sensation is a slip. The human hand has slip
sensors (citation). While slips must be avoided in the establishment of a stable grasp, for
the system which learns about surfaces they are positively rewarding: they encourage the
exploration of surfaces.

I suggest that the infant is axiomatically encouraged to make movements which generate
slip sensations, and which also preserve evenness of touch. The infant moves his hand about
at random, but learns how to alter his wrist orientation (or perhaps finger positions) so as
to correct uneven touches over his/her fingertips, and how to make corrections to the hand
trajectory so as to maintain a suitable absolute level of touch. (There are some movements
which pull back if contact becomes too forceful, and others which move forward if contact
becomes too light, or is broken altogether.) After this learning, the infant can explore a
surface by touch, in a mode where his fingertips are constrained to align with the surface.

At this point, visual learning can occur. Assume the child has a visual environment
perception modality which maps the distance and local orientation at each point in a
region of the retina onto the hand position and orientation needed in order to achieve even
touch on that surface. This modality is entirely distinct from the modality which maps
the visual stimulus at a given retinal location onto a grasp affordance. The environment
perception modality supports navigation of the hand around the surface which projects
onto the region of retina, rather than grasping of an object at that point, so the retinal
region is likely to be larger.7 However, the visual learning can happen in the same kind
of way. At each point when the infant attains evenness of touch, during a period of time
when he is sliding his fingers around a surface, a function can learn to map the distance
of the visual stimulus at the point where his fingers are, and the local orientation of the
surface at that point (as computed visually) onto the position and orientation of his hand.
While training the function happens one point at a time, the function should be assumed
to deliver these values in parallel, so that after training, the values are delivered across
the whole retinal region.8 We can now define hand trajectories in relation to the plane:
wherever the hand is, we can search visually adjacent regions to find which ones we can
‘slip’ our hand to. Our movements to ensure even touch around the plane can then be

7At least until we start to think about ‘attentionally entering’ distant regions, as discussed in Sec-
tions 10.8.3.3 and 13.5.3.

8That’s implausible! I need to go into more detail about the set of cascading functions that deliver
possible hand orientations. The first function delivers a set of shoulder joint rotations, from which one can
be selected; the next one takes the current shoulder joint rotation and delivers a set of candidate elbow
joint rotations, from which one can be selected; the next one takes the current shoulder and elbow joint
rotations and delivers a set of candidate wrist rotations.
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informed by vision, i.e. by a look-ahead component, rather than just by feedback.9

In fact, this look-ahead can run some way in front of the actual position of the hand.
Say we want to reach some particular goal point on the plane. I assume the goal position
will be established using regular object-based attention: e.g. a visual location will be
mapped into a goal motor state. Rather than moving directly towards this motor state, as
in normal reaching, we search the local visual environment around the hand, and find the
motor state which moves us closest to the goal, and proceed to that state. At this point,
the hand will be moving through a succession of goal points: there is a proper notion of a
‘planned trajectory’ (which might even correspond to something visual, represented as a
path through the plane).

As well as moving through a planar environment, the hand can move into one. This is
somewhat like a reach, except that the goal is not an object that is grasped, it is a plane
which the hand comes into (or into contact with). For visually-guided reaching, each point
in the plane maps onto a goal hand state, so the agent can reach to any point. The one
they actually reach for will be a matter for competition: presumably the easiest point to
reach for will win.

Once we know about hand-scale environments like surfaces, and we know how to grasp
objects, we can start to learn how to move grasped objects in relation to hand-scale envi-
ronments. (Since we can grasp these objects, they move in the same scale environments
as our hands.) Objects have stable configurations with their planar environments: they
are supported by them. The relationship of support is analogous to the relationship of
even contact: there is a planar surface of the object which is aligned with the surface
which supports it. When we put a cup on a table, one thing we have to do is get the
alignment right. We can feel when it’s right, because it’ll feel the same as an even touch.10

When we explore different wrist positions when grasping a cup resting stably on a table,
the effect will be the same as exporing different wrist positions when our hand itself is on
the table. (Because the cup is solid.) So within the realm of touch, we can learn when a
grasped object is stably supported by a surface. Subsequently we can learn what visual
features of objects and surfaces are indicative of stable support, so we can orient an object
in advance. But I expect there’s normally a small haptic test when you put a cup on a
table—especially if it’s bone china.

9This also needs expanding. The local constraints on a continuous plane are a set of functions which
take the full set of current joint angles, plus some movement direction (e.g. ‘left’, ‘right’, ‘forward’, ‘back’,
‘up’, ‘down’) and specify what changes in joint angles are necessary. There are also constraints defined
in relation to surfaces on the hand: e.g. if the hand surface in contact with the surface is curved, then
moving along the curve will involve rotating the wrist in the plane of the curve.

10Note: when we’re grasping an object, we have an even touch on the object! At least within the parts
of the hand which create the opposition axis. We must do, because the forces oppose one another.
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13.9 Temporal contexts and the object location func-

tion

Note that object location memory as defined above tells us where objects are at particular
times: it is a function which takes a spatial context and a temporal context. We have
already made extensive use of the idea of ‘spatiotemporal contexts’ in our account of
episodic memory in Section 3.6.2. However, we did not discuss at that point how to
decompose spatiotemporal contexts into independent spatial and temporal components.
Now that we have introduced a model of ‘purely spatial contexts’, we need to consider how
‘purely temporal contexts’ are defined. In Section 13.9.1 I will sketch a model of temporal
contexts. In Section 13.9.2 I will consider some operations which abstract over temporal
contexts in location memory.

13.9.1 Outline of a model of temporal contexts

How can ‘times’ be referred to within the memory system? Episodic memory links events
to a spatiotemporal context; i.e. to a time and a place. The place can be represented as a
(current) spatial context. How should a temporal context be represented?

I propose that a central concept should be an individual situation. Just as long-term
memory stores individual objects and places, it should store individual times, or ‘moments’.
Each individual situation only occurs once, because time runs in one direction only. Thus
when the agent is in experience mode, he is constantly creating and activating new individ-
ual situations to associate with the events and states currently being experienced.11 Thus
an individual spatiotemporal context is in fact a combination of a spatial context (which
can be ‘revisited’ any number of times) and a unique temporal context (which can only be
‘revisited’ by being reactivated in ‘memory retrieval mode’, as discussed in Section 3.8.2.4).

A key issue concerns how frequently a new individual situation is created. A maximally
precise model is to create and establish a new individual situation after every event which
is experienced.12 However, this model is inefficient in cases where a sequence of events
commonly reoccurs. I will revise it in Chapter 17, after a working memory concept of
situation types has been introduced. This concept will permit us to formulate a model
of hierarchical structure for individual situations, and a general model of abstraction over
times.13

[This should also be the place to prefigure the idea that the hippocampus creates indi-
vidual situations very often, as a way of orthogonalising experienced events, but that the
number of individual situations is reduced during consolidation of hippocampal memories
in longer-term storage.]

11The idea of a constant stream of new individual situations is one way of understanding the ‘orthogo-
nalising’ operation which occurs early in many models of hippocampal memory—see e.g. Rolls (1996).

12In logical models of knowledge representation, this way of representing times is used in a well-known
formalism called the situation calculus.

13Once that’s been introduced, we can also discuss how language allows us to refer to individual situations
(at different levels of hierarchy) using proper names, as well as by evoking their content.
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13.9.2 Abstractions over temporal context in object location mem-
ory

Many aspects of our environment remain relatively stable over time. For instance, the
configuration of rooms in a house or of streets in a city tends to be invariant from one
situation to the next. This can be exploited. Recall that the object location function takes
a spatial context and a temporal context, and returns a set of associations between objects
(or environments) and locations in the cognitive map. But I often want to know about the
location of an object or environment now, based on information I gained some time before.

I assume that for objects or environments whose location is relatively unchanging, the
object location function learns to ignore the temporal component of its input, because this
changes without affecting the result. The spatial indexing of environments in relation to
one another is likely to make extensive use of this kind of abstraction over time. For objects,
the degree of temporal abstraction depends on how frequently they change location.

How do I represent the location of an object which is known to move around a lot?
There are likely to be two general ways of doing this. Firstly, there may be a number
of locations at which the object frequently appears. (Think of a hairbrush in a busy
household.) Temporal abstraction will establish a prior distribution of possible locations
activated to different degrees. Secondly, given that objects must maintain spatiotemporal
continuity, there should be a bias on this prior distribution towards recently-established
locations. Thus if the hairbrush was recently in the bathroom, ‘it can’t have gone too far’
(a sentiment often expressed by people looking for things).

Recall that we are currently discussing allocentric, long-term memory representations
of object location. Of course, these are complemented by egocentric representations, in
working memory and sensory modalities, which also encode assumptions about the spa-
tiotemporal continuity of objects. The bias of current object location representations
towards recently established locations provides continuity between working memory and
long-term memory representations of location.

13.10 Recognition and categorisation of individual ob-

jects and environments

The recognition of an individual object or place is a fundamental cognitive operation.
When we recognise an individual object or place, we align the atomic components of
our representation of the world with things in the world itself. In order to recognise an
individual in the world as a particular LTM individual, two conditions have to be met.
Firstly, there has to be a reasonable correspondence between the current properties of the
world individual (as delivered by perceptual mechanisms) and the properties of the LTM
individual (as delivered by memory mechanisms). Equally importantly, there has to be an
appropriate relationship between our current location and the location associated with the
LTM individual.

Even though our model allows objects to be established as environments and vice
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versa, it is useful to use a more commonsense notion of objects and environments when
discussing how they are recognised. I will define ‘commonsense environments’ as objects
whose location never changes and whose properties are perceived by the scene perception
modality, i.e. in PPA. And I will define ‘commonsense objects’ as objects whose location
can change, and whose properties are perceived by the object categorisation modality.

13.10.1 Recognition of individual objects

As follows:
0. The most recent memory of the object is the one which drives all of the following.

(We don’t use a probability distribution any more.)
1. The object as currently perceived doesn’t have to have identical properties to those

most recently remembered. But they have to be close enough.
2. It has to be plausible that the individual has travelled from its last-known location

to the current location in the time available.
3. Recognition is based on a mixture of the above two criteria.
4. Give a definition?
5. We can get into abductive explanations, but that would take us too far afield.

13.10.2 Recognition of individual environments

It looks like the PPA is involved in both categorisation and recognition (...)
The PPA does not respond to objects, even if their semantics are strongly diagnostic

of a particular type of scene.
There are two additional points I want to make.
What mechanisms are involved in landmark classification? I assume that a classification

of large surfaces and their orientations is one important part of its operation. Mechanisms
for computing orientation from texture or binocular disparity gradients in the attended-to
region are thus likely to be involved (see e.g. ??). Straight texture classification will also be
useful. For instance, grass, earth, water, or rocky surfaces can identified by a characteristic
texture.

Secondly, there must be strong correspondences between the landmark categorisation
system and the object categorisation system. Recall that objects are categorised in two
ways: a representation of object type is computed in inferotemporal cortex (see Section??),
and a representation of object shape is computed in AIP (see Section ??). I assume
that both these modalities are connected to the landmark categorisation system. If a
‘place’ is far away, it is likely to be established using focal attention, and IT-based object
categorisation. For instance, a house is classified very differently if it is a distant object or
if one is in it. From a distance, 14

14The flipside of this is that it should be possible to classify very large objects (or objects which one is
very close to) using the landmark categorisation system mapped into the object representation system.
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One of the reasons why these correspondences are important is to provide the abstrac-
tions which are needed to recognise a locomotion action regardless of whether the agent
is onesself or a third party. We must be able to recognise the action of ‘entering a house’
whether we are experiencing it as the agent or watching someone else do it. In the former
case, ‘the house’ will be established in the scene representation modality, as an environment
which encompasses the whole visual field (and beyond). In the latter case, ‘the house’ will
be represented as an object, and the observer must track the agent’s path ‘into’ the object
in an object-centred coordinate system.15

13.11 Execution and perception of locomotion actions

In this section I present a model of how an agent can use his knowledge of locations in the
world to navigate through it, or to recognise movements through the world by other agents
or objects. Presenting this model also requires a number of extensions to the model of
spatial LTM presented in Section 13.4, since concepts of space and concepts of movement
through space are very closely related.

Section 13.11.1 introduces the concept of a locomotion action. Section 13.11.2 discusses
the different types of goal which can be pursued by locomotion actions. Sections 13.11.3
and 13.11.4 outline some of the important spatial representations involved in the planning
and control of locomotion actions. Section 13.11.5 outlines a model of how an agent gen-
erates and controls a locomotion action through his current environment. Section 13.11.6
examines the commonalities between the execution of locomotion actions and the recog-
nition of locomotion actions being performed by other agents or objects. Section 13.11.7
presents a schematic model of the perception of locomotion actions.

The model of locomotion actions introduces some new elements which help to clarify
the general model of spatial LTM. Section 13.11.8 extends the object location function to
integrate it with the model of locomotion actions. Finally, Sections 13.11.9 and 13.11.10
outline a model of navigation across environments, which draws on the newly extended
function.

13.11.1 Locomotion actions

I will begin by introducing the concept of a locomotion action—in other words, an action
which moves the agent through his environment.

There are some interesting similarities between locomotion actions and reach actions.
Firstly, we can in each case talk about a trajectory associated with the action. For a
reach action, the object moving along the trajectory is the agent’s hand; for a locomotion
action, the object describing the trajectory is the whole agent. Secondly, we can in each
case talk about an entity in relation to which the trajectory is defined. For a reach action,
the entity is the target object. For a locomotion action, the entity must be defined more
generally. For one thing, locomotion need not be to, or even towards, the entity. It can

15Perhaps a bit more here.
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be away from it, or around it, or past it. Moreover, the entity in relation to which the
trajectory is defined is not always an object—it can be an environment in its own right,
whose own spatial properties are what guides the agent’s locomotion. I will use the term
landmark to describe the object/environment used to define the agent’s trajectory. (The
term is intended to encompass both objects and environments, picking up on the duality
introduced in Section 13.3.) Some examples of landmarks are useful, to illustrate the
range of possibilities. Consider an agent in a room. The agent can move through the room,
or along the floor: in this case, the landmark is the environment in which the agent is
embedded. The agent can move to the desk: in this case, the landmark is an object in
the room, which defines the agent’s trajectory by virtue of its location. The agent can
also move under the desk: in this case, the landmark is initially an object, but once the
agent is close enough to it, it is re-established as an environment in its own right, and
the agent’s final movements are reconfigurations necessary to enter this environment (see
Section 13.4.3.2). The agent’s trajectory during these reconfigurations is determined by
these reconfiguration actions, just as the trajectory of the hand onto a grasped object is
determined by the requirements of a particular grasp. Landmarks can also be ‘special
environments’ such as paths or sub-environments, as discussed in Section 13.4.4. The
agent can move along a path (which means to follow a particular trajectory in his current
environment), or into a corner (which means to move to a particular location in his current
environment). Even ‘configurations’ can be landmarks: a single agent can move into a
sitting position, or a group of agents can move into a shape (such as a line or a circle).16

As well as a defining landmark, locomotion actions have a means and a trajectory
type. The means refers to the method of locomotion: for instance walking or running.
The trajectory defines the path taken by the agent in relation to the landmark. We have
just seen that landmarks can be environments or objects or both; there are a range of
trajectory types which reflect these different cases. A trajectory like through requires that
the landmark is the agent’s current environment, and simply identifies one of the paths
currently afforded by this environment as the one travelled by the agent. A trajectory like
to requires that the landmark is an object in the agent’s current environment, and identifies
a path afforded by the environment which brings the agent to the same location as this
object. A trajectory like onto has two stages: in the first stage the landmark is treated as
an object, and the trajectory identifies a path which brings the agent to the object; in the
second stage the landmark is established as an environment, and the trajectory identifies
a goal configuration of the agent in relation to this new environment. The attainment
of this goal configuration is likely to influence the agent’s final trajectory as he approaches
the landmark.

There are many parallels between these latter trajectory types and reach action cate-
gories. Recall from Section 2.6.1 that a reach action category is defined as a characteristic
hand trajectory and a characteristic goal configuration of the hand in relation to the target

16Maybe even groups can be landmarks. For instance, an object can smash or split or break into [some
number of] pieces. Since this stretches the intuitive notion of locomotion further than it normally goes, I
will not consider this type of landmark in the current discussion.
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object. The latter stages of the hand trajectory are influenced by the goal hand configu-
ration. The trajectory of a locomotion action is similarly a mixture of a path towards a
location, and an establishment of a goal configuration which may influence the final stages
of the trajectory. Also, recall from Section 2.5 that a reach action involves a shift in co-
ordinate systems. In its early stages it is primarily about transporting the hand close to
the target. In its latter stages, it is about achieving a goal configuration of the hand in
relation to the target, namely a stable grasp. For a locomotion action which involves a goal
configuration, we can similarly think of control switching to a coordinate system centred
on a newly established environment.

In summary: I will assume that a locomotion action is defined by a landmark, a
locomotion type, and a trajectory type. The classification of a locomotion action
involves establishing the locomotion type and the trajectory type. (The locomotion type
can be established with different levels of precision, with go being the most general cat-
egory.) To look ahead to connections with language: motor action types will correspond
to verbs of locomotion, and trajectory types will correspond to a subset of the spatial
prepositions—specifically, those which define a trajectory (and optionally a goal config-
uration).

Note that a single locomotion action might be classified in several different ways, using
different pairs of landmarks and trajectories. For instance, if an agent in a room moves to
the door, we could describe the action as movement ‘to the door’, but also as movement
‘through the room’, ‘over the floor’, ‘past the desk’ and so on.

13.11.2 The goals of a locomotion action

Every voluntary locomotion action is presumably executed in pursuit of some goal. When
we describe such an action, it is important to do so by referring to the agent’s goals—recall
from Section 2.7.6 that the deepest descriptions of actions are at the level of underlying
intentions. For instance, if a man in a park is chasing a dog, his goal is to get to the dog—
his action may also take him ‘away from’ a particular tree, but this is only coincidentally
true. In this section I will consider several issues which arise in describing the goal of a
locomotion action.

13.11.2.1 Two types of locomotion goal

Some locomotion actions have as their goal the attainment of a particular location in
the agent’s current environment. I will call such goals location goals. I suggest that
locomotion actions have location goals when the landmark for the locomotion action is an
object in the agent’s current environment—i.e. when the agent and the landmark both
have positions in the current environment. The most obvious location goal is to reach the
landmark. There are other cases where the goal is to achieve a specific location relative to
the landmark—for instance, a location ‘beyond’ or ‘past’ it.

Other locomotion actions have as their goal the exploration of the agent’s current en-
vironment. For instance, an agent might move around a room or a house in order to find
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out what it contains. I will call such goals traversal goals. I suggest that a locomotion
action has a traversal goal if the landmark is the agent’s embedding environment. The
trajectories described during such actions are simply those trajectories which are afforded
by the environment. We might imagine an inhibition-of-return mechanism operating over
these trajectories, to encourage an exhaustive search of the environment. An interesting
special case is when the agent is in a ‘path environment’ (see Section 13.4.4.1). In this
case, exploration just consists in following the path. The path will of course lead to a
location—but if the agent’s primary goal is to traverse the path, attaining this location is
not his primary objective. Consider an athlete, whose goal is to run round a circular track.
Here the end location is the same as the start location, so clearly the locomotion action
cannot be motivated by the attainment of a location.

Finally, there are locomotion actions whose goal is defined negatively, as being ‘away
from’ a certain landmark. The landmark could be the agent’s current environment, or
something else embedded in the environment. There is no specific goal location for actions
of this kind; the requirement is simply the attainment of a certain distance from the
landmark.

13.11.2.2 Hierarchical structure in locomotion goals

An agent often has a hierarchical structure of locomotion goals. Consider an agent who
wishes to get to his office door. It may not be that he can achieve this directly: there may
be an obstacle in his way. The agent must first navigate round the obstacle in order to
achieve his main goal.

It is useful to define an obstacle as a landmark which the agent must navigate round, or
past, in order to achieve some higher level navigational goal. We can define a special class
of locomotion action, where the landmark is an obstacle. For such an action, the agent has
a location goal—the location to be reached is one at which the obstacle no longer blocks
the agent’s path to the target. Of course, when the agent navigates past one obstacle, he
may encounter another. An agent’s navigation to a goal location can often be thought of
as a sequence of obstacle avoiding environments.

It is also useful to think of navigation through the current environment as a subgoal.
When an agent wants to reach a goal location, he must navigate through a certain por-
tion of the environment in order to achieve this. Note that the environment only affords
trajectories which avoid obstacles. So we can think of subgoals negatively, as navigating
round obstacles, or positively, as following paths in the environment.

When we are describing a locomotion action, we can use different levels of granularity.
We can refer to the agent’s ultimate navigational goal, or to one of the agent’s subgoals.
We can also refer to several goals at once: for instance a locomotion action could be
described as going ‘down the corridoor to the fire exit’, or ‘round the defender to the try
line’. The important thing is that the description picks up on some aspect of the underlying
intentional structure.
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13.11.3 Allocentric representations involved in the planning and
control of locomotion actions

In the following two sections, I will outline some of the important neural representations
involved in the planning and control of locomotion actions. In this section I will consider
allocentric (environment-centred) representations, and in Section 13.11.4 I will consider
egocentric representations.

In the current section, I will first discuss evidence that trajectories are a natural unit of
encoding in the hippocampus. I will then discuss neural representations of goal locations,
and outline a model of goal selection and trajectory selection, drawing on a mixture of
look-ahead and online mechanisms.

13.11.3.1 Hippocampal representation of trajectories

There is mounting evidence that hippocampal ensembles in rats can encode sequences of
locations, as well as individual locations. As already mentioned in Section 3.7.1, Frank
et al. (2000) found that the firing of a hippocampal place cell sensitive to a given loca-
tion was modulated by the path the animal had taken to arrive at that location, and also
by the path the animal subsequently took. Ferbinteanu and Shapiro (2003) found similar
prospective and retrospective sensitivity to the animal’s trajectory in hippocampal cells. In
addition, they found that prospective encoding was diminished in trials where the animal
made a navigational error, suggesting that this type of encoding is involved in the animal’s
goal-oriented navigational behaviour. Most recently, Ji and Wilson (2008) studied rats in
the process of switching from a well-learned trajectory to a new, partially overlapping tra-
jectory. They found that learning the new trajectory caused the activity of cells associated
with the overlapping region to become increasingly sensitive to past locations on the new
trajectory. This suggests a mechanism for learning a new trajectory, involving the creation
of new dependencies between cells encoding successive positions on the trajectory. Ji and
Wilson also found that the changes associated with new trajectory learning preceded a
reliable behavioural switch to the new trajectory—again, this suggests that the changes
have a causal role in influencing the rat’s behaviour.

In summary, there is good evidence that trajectories are a natural unit of information
encoding in the hippocampus. Clearly, for some purposes, the hippocampus must represent
static locations—for instance, object location memory requires this form of encoding. I
will assume that the hippocampus can naturally store both static locations and trajectories
within the agent’s current environment.

13.11.3.2 Neural representation of goal locations

While the neural representations of an agent’s current location are quite well understood,
the neural representations of an agent’s goal locations have been harder to discover.
Prospective encoding of the agent’s trajectory presumably reflects the agent’s ultimate
goal location, but it is not in itself a representation of this goal. In rats, there is not much

450



evidence that individual hippocampal cells encode the animal’s goal location (at least,
while the animal is still moving towards this goal). There appears to be some remapping
of the place cells in an environment in response to changes in the location of behavioural
goals (see e.g. Kobayashi et al., 1997). But there are also studies which find no changes
in place cell firing when reward locations are changed; see e.g. Tabuchi et al. (2003). The
clearest single-cell evidence for goal-location-encoding hippocampal cells comes from one
of the rare studies on humans; Ekstrom et al. (2003) found hippocampal cells which fire
selectively when the agent is navigating towards a certain goal location, regardless of the
agent’s current location or orientation.

In any case, it is likely that representations of navigational goals also involve regions
downstream of the hippocampus in both humans and other animals. Hok et al. (2005)
have recently found place cells in the rat prelimbic frontal cortex. As in the hippocampus,
a place cell is one which is active when the animal is in a particular place in its environ-
ment. These cells appear to provide a coarser representation of location than hippocampal
place cells. In addition, the distribution of places encoded by these cells is strongly biased
towards locations with behavioural significance. (In the experiment, there are two such
locations: a ‘trigger zone’, which the rat has to reach in order to trigger a food reward, and
a ‘landing zone’, where the reward arrives.) These characteristics make frontal place cells
well suited for navigating to goal locations. The summed output of these cells provides a
signal which increases as the animal approaches a goal. The animal simply has to follow the
gradient of this signal. Interestingly, there has recently been corroborating fMRI evidence
in humans that frontal areas encode a measure of distance to a goal location. Spiers and
Maguire (2007) gave subjects a virtual reality navigation task, and found that activity in
the medial prefrontal cortex correlated positively with their proximity to the goal. They
also found activity in a right subicular/entorhinal region which was also (negatively) cor-
related with proximity to the goal. In sum, there is relatively good evidence for allocentric
goal representations, in regions downstream of the hippocampus.

Many computational models of navigation assume a set of extrahippocampal goal cells
which generate a gradient of activity representing distance to the goal (see e.g. Burgess et
al., 2000; Hok et al., 2005).17 I will assume that the agent has a map representing goal
places in his current environment, in addition to a map representing his current place.
A simple circuit supporting learning of and navigation to goals is given in Figure 13.6,
roughly based on the model of Burgess et al. (2000). The agent’s current location in
the environment (or more generally, the subject’s current location, see Section 13.5.3.1) is
encoded in the current subject place units (i.e. in hippocampal place cells). Each point
in the environment is also represented by a goal place (i.e. a goal cell); for simplicity, I
assume a one-to-one mapping between these units. There are bidirectional links between
each goal place and a global ‘reward’ signal. The link for each goal place is gated by the
activity of the corresponding current place. Finally, I assume the agent is maintaining a

17In other models, the gradient to be followed is generated by different mechanisms. For instance,
Bilkey and Clearwater (2005) hypothesise a remapping function which causes place fields to cluster around
locations associated with reward, as has been found experimentally (see e.g. Hollup et al., 2001). Their
function generates a gradient of place cell density which can be followed to reach goal locations.
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Figure 13.6: A simple network supporting learning of and navigation towards goal locations

representation of his current environment as an active LTM environment unit, which links
to all the goal places (these are shown in red in the figure). If an agent is navigating
the environment and happens to receive a reward, the goal place unit associated with his
current place will become active. Hebbian learning will strengthen an association between
the current environment unit and this goal place unit, so that it is activated whenever the
agent returns to this environment. (These associations can be thought of as implementing
a memory for ‘desirable locations’ in the current environment, analogous to the memory for
object locations discussed in Section 13.4.2.3.) When exploring the environment at a later
date, goal location memory will create a pattern of activity over the goal places. Activity
from goal places which will be transmitted to the reward unit, via the connections enabled
by active current places. The agent can then read the activity of the reward unit as an
indicator of proximity to places previously associated with a reward, and can navigate in
a manner which increases this activity.

A gradient following model of this kind needs to be supplemented with several additional
mechanisms. I will discuss these in the remainder of this section.

13.11.3.3 Mechanisms supporting reward gradient navigation

How does the gradient of summed goal cell activity ‘spread outwards’ from the goal to other
places in the environment, so that the agent can begin to follow it even when at a distance?
There are several mechanisms which help provide a solution. One mechanism relates to
the fact that current and goal locations in the environment can be represented at coarse
spatial granularities as well as at fine ones. The agent can thus be quite distant from the
goal, but still be ‘at the right location’ at a coarse granularity. As he gets closer, this coarse
grained signal will be supplemented by progressively finer-grained signals. However, this
mechanism is not likely to suffice for navigation over large distances within the environment.

Several theorists have suggested mechanisms by which points close to actual reward
locations can become secondary reinforcers. These mechanisms might involve a general-
purpose delayed reinforcement learning scheme, such as temporal difference learning (Sut-
ton and Barto, 1990); see e.g. Foster et al. (2000). Alternatively they might involve
specialised hippocampal mechanisms—for instance, the reverse replay of place cells seen
by Foster and Wilson (2006) when a rat reaches a goal location (see Section 3.7.1) might
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have a role in generating a gradient from distant points in the environment.
Finally, there is good evidence that agents can play forward candidate trajectories in

simulation when planning a locomotion action (Diba and Buzsàki, 2007; again see Sec-
tion 3.7.1; see also the discussion of Johnson and Redish 2007 below, in Section 13.11.3.6).
These prospective and retrospective simulated trajectory traversals may help to link the
animal’s current location with goal locations in the environment.

13.11.3.4 The direction-to-goal representation

A second issue for gradient-following models of navigation is that the agent has to sample
the gradient in every direction at every point to discover the best direction to move in
next. Several theorists propose that the agent maintains a direction-to-goal representation
as well as a distance-to-goal representation, which obviates this problem. The strongest ev-
idence for this in humans comes again from Spiers and Maguire’s (2007) fMRI study. They
found that activity in the posterior parietal cortex correlated with the angular distance
of the goal from the direction currently faced by the agent. Recall that we have already
hypothesised an ‘orienting function’ which takes an arbitrary allocentric place representa-
tion and generates an action which directs the agent’s attention to the associated point
in the world (see Section 13.4.2.2). Recall also that this orienting action was assumed to
be implemented in parietal cortex. Spiers and Maguire suggest that direction to goal is
encoded in parietal cortex as an egocentric action of attention (presumably one which can
be overt or covert). In line with this idea, I will postulate an orienting-to-goal function
which takes a goal place from frontal cortex and generates an egocentric parietal signal
indicating the direction in which the agent must turn to get to the goal. Note that as the
agent moves through the environment, his changing allocentric location and orientation
will update this signal to keep it directed at the goal location.

13.11.3.5 Mechanisms for selecting a goal location

A third issue concerns how an agent navigates in the presence of multiple goals. Consider a
situation where the agent is in between two places equally strongly associated with reward.
If he navigates towards one, he navigates away from the other; the aggregate reward signal
recorded from the population of goal place units may remain fairly flat.

Note that the problem is analogous to one discussed in Chapter 2: if an agent represents
multiple reach targets as movement vectors, there must be something to prevent him
reaching for a point in between the two targets. The mechanism required for reaching is
competition between targets. Several models of locomotion action planning invoke a similar
competitive mechanism to solve the same problem. Figure 13.7 sketches a mechanism which
allows the current environment to be associated with many candidate goal places, which
then compete so that a single goal place is selected to create a reward gradient for the agent
to climb. (Inhibitory links between goal places are represented by lines with perpendicular
ends—not all of them are shown.) Note that this model still supports the Hebbian learning
of associations between LTM environment units and candidate goal units.
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Figure 13.7: An extended network for goal places, including a competitive layer

It is useful to compare this network with the one described in Section 13.5.3.2, which
describes a similar scheme for selecting a place in the environment. While the network in
Section 13.5.3.2 selects a place to attend to, the current network selects a place to navigate
to. Note that the current network can easily be further extended to allow an inhibition-
driven serial search through candidate goal places, for instance if no trajectory can be
found to a given selected goal place.18

13.11.3.6 Evidence for serial look-ahead search in locomotion action selection

A very interesting recent study by Johnson and Redish (2007) has found evidence that rats
consider alternative target locations in sequence, and play forward a simulated trajectory
to each candidate location in turn before embarking on a locomotion action. These look-
ahead sequences tend to occur at junctions in a maze being run, or at points when the
rat has made a navigational error—they seem to correspond to planning (or replanning)
episodes.

Note that this finding sits well with a model of locomotion action planning in which al-
ternative goal locations are considered serially, as just proposed in Section 13.11.3.5. It also
sits well with a model in which the agent plays forward various trajectories in simulation
to sample the reward gradient at distant locations, as suggested in Section 13.11.3.3.

13.11.3.7 Representations of goal objects

In the discussion so far, goals have been places—particular points in the agent’s current
environment. However, an agent can also have a high-level goal to reach an object. In this
situation, the agent has to navigate to a particular location, but reaching the location is
only significant because of the object it contains.

It is useful to think about high-level goals by referring back to Chapter 3. In the model
of action planning described there, an agent might have an intention to make himself the
agent, then establish a cup within his peripersonal space, and then to perform a reach

18I don’t really get that. I think that the serial search should be of possible trajectories, rather than of
candidate goals.
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action. However, if there is no cup within reach, the agent might have to move around his
environment to find a cup. Planning an appropriate locomotion action now depends on
the agent’s knowledge of the locations of objects in the room. This is encoded in object
location memory, as described (most recently) in Section 13.5.3.3.

In fact, to incorporate a reference to goal locations, we have to extend the notion of
object location memory still further. If we are searching for an object in the environment
to observe, we must establish it as a subject; therefore object location memory should map
LTM individuals to candidate subject places. If we are searching for an object to reach
by locomotion, we must establish it as a candidate goal place. Our model of goal places
already assumes a mapping from ‘goal places’ to ‘current places’. I will propose a scheme in
which the mapping from LTM individuals to places abstracts away from whether the place
is a current subject place or a goal place, to allow this distinction to be contributed by a
separate component, as shown in Figure 13.8. In the new scheme, object location memory is

LTM

individuals

current subject environment

places

candidate goal place

candidate subject place
initial context

context after subject is established

Figure 13.8: A further extended model of object location memory, including goal places

still a set of associations from LTM individuals to places, gated by the current environment
representation. (Just one such mapping is shown in the figure, for clarity.) However, the
mapping is now to a neutral representation of place, which is separately linked to candidate
subject locations (as in Section 13.5.3.3) and to candidate goal locations. These links are
selectively enabled by the two representations on the right of the figure, which encode how
far the observer is in his current sensorimotor sequence. If he is at the very start, i.e. in
the ‘initial context’, an active LTM individual will activate a candidate subject place. If he
has already established a subject, an active LTM individual will activate a candidate goal
place. This network allows several high-level goals to reach particular objects to be active
in parallel, and to activate a set of candidate goal places in parallel. A single goal place
can then be selected, either because of its intrinsic assoiations with reward, or indirectly,
because it is remembered to contain an object associated with reward.
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13.11.4 Egocentric represesentations involved in the control of
locomotion actions

While allocentric representations are important in navigation, egocentric representations
are also important—often more important. If an agent can see a landmark, then navigat-
ing towards it is relatively easy: its horizontal angle in the agent’s visual field provides a
direct signal about which way the agent should turn in order to navigate towards it. If
an agent can see an obstacle, a similar principle specifies how he should turn to avoid it.
There appear to be some specialised visuomotor pathways subserving online control of lo-
comotion actions, which are quite distinct from the visual pathways involved in computing
environment-centred representations.

Visuomotor routines subserving locomotion actions mainly involve the analysis of visual
texture and motion energy at particular points on the retina (see e.g. Gibson, 1950;
Perrone, 1992). Like locomotion actions in general, these routines can be defined in relation
to the landmark being used to control navigation, and to the trajectory being pursued in
relation to this landmark. In this section I will summarise the main routines.

13.11.4.1 Navigation in relation to surfaces in the environment

As discussed in Section 13.11.1, the agent can navigate using a surface in his current
environment as a landmark. The surface in question might be a path through a garden, or
a wall in a corridoor; most generally, it can simply be the omnipresent floor or ground. The
most obvious trajectories afforded by a surface are parallel to the surface; i.e. trajectories
which keep the agent and the surface at a constant distance and relative orientation. For
instance, when an agent travels over the floor of a room, he travels parallel to the floor;
when he travels down a corridoor, he travels parallel to the floor and to the walls.

There appear to be special visual routines which allow an agent to monitor his progress
along trajectories which are parallel to surfaces.19 These routines exploit the fact that when
the agent follows such trajectories, the surface typically projects a relatively stationary
region onto the retina. For instance, when an agent is travelling down a corridoor, the
retinal regions associated with the two walls of the corridoor will each remain relatively
unchanging, despite the agent’s own motion.

Within the retinal region associated with a surface, there are several cues which the
agent can use to control locomotion. One of these is the texture gradient in the region.
The optic texture projected by a surface becomes finer the further it is from the agent.
The gradient of texture fineness through the region can be used to compute the orientation
of the surface (in relation to the agent, naturally). A second cue becomes available when
the agent starts to move. Within the surface there will be a pattern of optic flow, which
provides information about the direction of the agent’s motion in relation to the surface.
To take a simple case: if the surface is flat, we can imagine a notional ‘horizon line’ defining
its limit if infinitely extended. If the centre of expansion of the agent’s optic flow field is
on this horizon line, he is travelling parallel to the surface. If the centre of expansion is

19References needed here.
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below the horizon, he is moving towards it, and if it is above the line, he is moving away
from it. Optic flow therefore allows the agent to adjust his movement to pursue a desired
trajectory in relation to a nearby flat surface.

13.11.4.2 Navigation in relation to object landmarks

An agent’s locomotion actions can also use landmarks which are objects situated at ‘places’
within his current environment. Again, there are different trajectories which can be as-
sumed in relation to these landmarks, which can characterised by specialised visuomotor
routines.

Assume an agent is navigating towards an object landmark. If he is moving exactly
towards it, the retinal projection of the object will be at the centre of an expanding optic
flow field. If the retinal projection of the object is to the right of the current centre of optic
expansion, his current trajectory will leave it to his left, and he must correct his course by
turning to the right; if its projection is to the left of the centre of exansion, he must turn
to the right. A circuit implementing these visuomotor relationships will steer the agent to
the target object. (I think here you can cite work on ‘beacon homing’ and ‘piloting’—see
e.g. Whitlock et al., 2008).

If the landmark object is an obstacle, a different set of visuomotor mappings should be
used. The appropriate mappings will depend on the trajectory the agent wants to take in
relation to the landmark. If the agent wants to navigate past a given object, the object’s
projection should be maintained at a certain distance to the left or right from the centre
of optic expansion. (The appropriate retinal distance will be a function of the object’s
actual distance from the agent, becoming larger as the object approaches.) If the agent
wants to navigate over the object, its projection should be maintained at a certain distance
below the focus of expansion, in a similar way; and if the agent wants to navigate under
the object, its projection should be maintained at a certain distance above the focus of
expansion.

The case of navigating around an object is interestingly different, since it involves
describing a curved trajectory. Here the visuomotor routine involves maintaining the ob-
ject’s projection at a particular distance from the focus of expansion (typically to the left
or right of it). However, when the object is at a certain distance from the agent, its pro-
jection should be maintained at a constant distance from the focus of expansion. This will
force the agent into a curved trajectory around the landmark object. Another visuomotor
routine for travelling around an object requires the agent to fixate the object, and move
in a direction relative to his angle of fixation (see Land and Furneaux, 1997 for evidence
that this fixation-based strategy is used by car drivers steering around corners).

Note that obstacles to be avoided can also be defined as objects which are themselves
moving towards the agent. From the perspective of egocentric visuomotor routines, objects
looming towards the agent will generate similar texture flow patterns, and the appropriate
motor response can be expressed as a function of these patterns. As noted in the discussion
of the reach-to-grasp action, there appear to be specialised visuomotor pathways for the
avoidance of objects moving towards the head (see e.g. the discussion of the VIP-F4
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pathway in Section 2.5.2.3). These routines may also be invoked when the agent needs to
navigate around a stationary obstacle, at least at close quarters.

13.11.4.3 Visual attention to navigation landmarks

It is interesting to note that all of the visuomotor routines discussed above associate land-
marks with well-defined retinal regions. Sometimes these regions are stationary in the
visual field, and contain optic flow patterns. At other times the regions are moving along
optic flow lines. In all cases, the routines require reference to a particular (moving or
stationary) retinal region.

The association of navigation landmarks with retinal regions provides the basis for an
interface between the attentional routines involved in navigation and those involved in
object classification. Recall from Section 2.4 (and from the model in Section 10.5) that in
order to classify an object, it must be the most active point in the saliency map. When we
describe a locomotion action, we can identify the landmark, which presumably involves the
regular process of object classification. It thus appears that when monitoring a navigation
action, we can define the most active point in the saliency map as the point currently being
used as the reference for our visuomotor navigation control routines. This correspondence
is reminiscent of the correspondence between attention-for-motor-control and attention-
for-object-classification found in the reach motor pathway, as described in Sections 2.5.2.7
and 2.5.2.8.

13.11.4.4 Trajectories in relation to landmarks in an allocentric frame of ref-
erence

The notion of a ‘trajectory in relation to a landmark’ seems to be quite well defined at
the level of egocentric visuomotor routines, as described in the preceding sections. Is it
also defined in an allocentric frame of reference? We have already seen evidence that the
hippocampus holds environment-centred representations of locations by themselves (Sec-
tion 13.4.2) and of trajectories by themselves (Section 13.11.3.1). We have also seen how
a trajectory towards a goal location can be defined in terms of reward gradient climb-
ing (Section 13.11.3.2) and the maintenance of a direction-to-goal representation (Sec-
tion 13.11.3.4). But are there ways of representing trajectories past or around landmarks
in an allocentric frame of reference? It certainly seems important for an agent to have
allocentric ways of specifying such trajectories. If the agent is generating an allocentric
trajectory to a goal location using only a reward gradient and a direction-to-goal repre-
sentation, the generated trajectory will lead straight to the goal, ignoring any obstacles in
the route. It thus seems necessary that the mechanism which generates allocentric trajec-
tories is influenced by the location of obstacles and boundary surfaces in the environment.
(Moreover, the agent needs a way of representing the trajectories followed by other agents,
when he is watching locomotion actions, rather than experiencing them—see Section ??.)
There is recent evidence that the mapping between egocentric and allocentric representa-
tions supporting navigation is effected by posterior parietal cortex (see e.g. Whitlock et
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al., 2008).
One way to encode obstacles and boundaries is to represent them as locations which

contribute negatively to the reward gradient (see e.g. Burgess and O’Keefe, 1996; Vieville,
2006). Provided certain conditions are met, trajectories generated in an environment
containing several obstacles and a single goal will reach the goal. These conditions relate
to the amplitude of the ‘dip’ in the reward gradient generated by each obstacle, and to the
configuration of obstacles in relation to the aget and goal locations. While the gradient
associated with the goal locations should extend over the whole environment, the trough
associated with each obstacle should be relatively local, so that it only influences the agent’s
navigation when he is close to it. If there are too many obstacles, it may be that there
is no trajectory to the target following a monotonically increasing gradient. However, the
possibility of sequential search among the available trajectories goes some way to remedying
this problem.

Note that the location of obstacles cannot simply be ignored; these locations have to
be represented actively, if negatively. This is again reminiscent of the case of reaching;
recall from Section 2.5.2.2 that locations associated with ‘distractor objects’ in a reach
task are actively inhibited (see Tipper et al., 1998). But it is also unlikely that all the
potential obstacles in an environment are represented equally prominently. Recall from
Section 13.11.4.3 that visuomotor obstacle-avoidance routines involve the allocation of
attention (in an egocentric frame of reference) to the object to be avoided. The external
object location function (Section 13.4.2.1) ensures that the location of this object will
receive special prominence in the agent’s allocentric representation. Finally, note that
reward gradients must have particular shapes for particular trajectory types. For instance,
if an agent is navigating around a landmark object, the gradient must decrease if the agent
approaches too close to it, but also if he moves too far away from it.20

How can an appropriate gradient pattern be learned for different trajectories defined in
relation to landmark objects? One interesting possibility is that the function which gen-
erates the gradient is learned during the agent’s experience, using the visuomotor routine
currently controlling navigation as a training signal. Different routines associated with
‘past the landmark’, ‘around the landmark’ and so on will generate different trajectories in
relation to the attended landmark. These trajectories will be recorded, as the agent moves
from one point to another. The agent can perhaps learn a function which deforms the
shape of the reward surface around his current location and that of the attended landmark
so that a gradient-climbing mechanism recreates the experienced trajectory. One of the
inputs to this function would be the trajectory type, defined as the visuomotor routine
which creates the trajectory.

Again, note a correspondence with the model of reaching developed in Chapter 2. Re-
call from Section 2.7.5 that the agent develops methods for representing reach-to-grasp
actions as observed trajectories of his own hand onto a target object, because these tra-
jectories correlate with the motor representations which drive his actual movements. Once

20This gradient pattern could be generated by superimposing a a positive peak and a higher-frequency
negative peak, both centred on the target object; the so-called ‘Mexican hat’ surface.

459



these perceptual representations of actions have been learned, the agent can recognise sim-
ilar actions performed by other agents; these learned correspondences thus constitute the
foundation for the ‘mirror system’ for action representation. The proposal in the current
section is that allocentric trajectory representations are similarly learned as independent
perceptual correlates of the sensorimotor routines which control his own actions. Once
learned, these representations can then be deployed to represent the locomotion actions of
external agents. However, in the current case, they also have a role in planning the agent’s
own locomotion actions, in situations where the agent is unsighted.

Before moving on, it is also interesting to consider the visuomotor routine of navigating
parallel to a boundary surface in the environment, as described in Section 13.11.4.1. Is there
a way of characterising a trajectory parallel to a boundary surface in allocentric terms?
Note first that a boundary surface is not an object in the agent’s environment—rather, it
is what defines the spatial structure of this environment. One interesting possibility is that
the state in which the agent is following a boundary surface is one in which the function
generating activity in the agent’s ‘boundary cells’ can be trained. The model of boundary
cells touched on in Section 13.2.1.2 could possibly be expanded in this direction.

13.11.5 A model of the planning and control of locomotion ac-
tions

I have now introduced several cognitive processes involved in the planning and control of
locomotion actions. In this section, I will consider how these processes interact together.
As for the action of reaching-to-grasp, I suggest that executing a locomotion action involves
a characteristic temporal sequence of processes, and accordingly a characteristic sequence
of sensorimotor representations.

The agent starts off in the same neutral initial state as for the reach-to-grasp action
(see Section 2.10.2), in which he must decide whether to perform an action himself, or to
observe an external agent or object. In Section 13.5.3.2 I suggested that the attentional
medium within which this decision is made is the set of candidate subject places—an
allocentric representation of places in the agent’s environment which are associated with
objects, in which his own location is also represented. As for reaching, competition between
candidate objects is mediated by bottom-up perceptual factors and by top-down factors,
as summarised in Figure 13.5.3.2. Some perceptual stimuli encourage the agent to initiate
an observing action—these mainly relate to the perceptual salience of external objects. (In
the context of locomotion actions, the most important contributor to a region’s salience
is movement in relation to the background.) Other perceptual stimuli, such as looming
objects, encourage the agent to initiate a locomotion action. Attention to an external
object can also be encouraged top-down. I assume that in the initial context, there is
a pattern of activation over the agent’s set of LTM individuals identifying individuals
which it would be worth attending to as subjects. This pattern can be channelled through
object location memory to provide top-down input to any places in the environment at
which activated objects have recently been seen. Top-down support for the ‘attend-to-self’
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operation can be channelled through the current observer location function. When a single
location is selected, the location is also attended to, and the object at this location can
be classified. At this point there is an option for the observer to reconsider: maybe the
classified object is not such a good subject after all, and the currently selected location
is inhibited to look for another candidate subject. In our scenario, the observer decides
to act—i.e. to establish himself as the ‘current subject’—so the current observer location
becomes the selected current subject place, and we enter self-observation mode.

Having entered this mode, the locations in the agent’s environment change their stripes:
the same locations which were hitherto competing to be selected ‘as subjects’ now com-
pete to be selected as goals. This competition happens simultaneously in two attentional
media. One is a motor representation of objects in the agent’s perispace (see the account
of movement vectors in Section 2.5.2). The other is an allocentric representation of goal
locations, as described in Section 13.11.3.5. Some locations in an environment might be
intrinsic navigation goals, because of their association with reward, as described in Sec-
tion 13.11.3.2. Others might be goals because of their association via object location
memory with particular LTM individuals, as shown in Figure 13.8 in Section 13.11.3.7.
When an environment-based goal location is selected, a trajectory is played forward in
simulation from the agent’s current place, informed by a reward signal generated in frontal
cortex, and a parietal representation of direction-to-goal. Again, I assume there is a serial
component to the process of goal selection, as described in Section 13.11.3.6: several tra-
jectories may be tried to a given goal location, and several goal locations can be tried in
turn, so that the object at that location (if there is one) can be attended to and classified,
to match to a higher-level goal representation. I also assume that particular trajectories
afforded by the environment compete for selection along with goal locations, as discussed
in Section 13.11.2.1. These can be thought of as ‘bottom-up’ contributors to the eventual
selection of a trajectory to follow.

I propose that the salient regions in the agent’s motor maps, depicting objects in
his perispace, compete against regions in the map of the agent’s environment on an equal
footing. If the winning region is in the perispace map, the agent will execute a reach action,
and if it is in the environment map, he will execute a locomotion action. In other words,
the map from which the winning location is selected determines the subsequent mode of
sensorimotor processing. (This idea of competition between multiple maps is similar to
the proposal about competition between saliency maps in the accout of hierarchical visual
attention in Section 10.8.3.3.) In our case, the winning location is in the environment-
centred map, so subsequent control of the agent’s movements is devolved to allocentric
representations.

The final stage of the locomotion action involves the execution of the planned action.
Online control of the action is provided in two frames of reference. In an allocentric frame,
a hippocampal trajectory of ‘current subject place’ cells is traced up a reward gradient,
informed by a parietal direction-to-target representation and by perturbations generated
by representations of obstacles. In an egocentric frame, a visuomotor routine is engaged
which allocates attention to the target or to obstacles, and generates actions contingent on
particular patterns of retinal optic flow.
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When the agent’s navigation routines are well trained, the agent will reach the target
location. (...)

Something about a standard sequence of sensorimotor representations?

13.11.6 Action execution and action observation modes and the
object location function

The above discussion assumes that the agent executing the locomotion action is also the
observer of the action. But what if the locomotion action is being observed by a third
party? In Section ?? I proposed that the observer can exist in two modes, depending
on whether he is performing an action or watching another agent. The observer’s first
decision when initiating a sensorimotor process is to establish one or other of these modes.
A similar argument applies for locomotion actions. If the above discussion relates to the
agent’s own locomotions, how is the environment-centred motor controller configured for
action observation mode?

In action execution mode, there is a perceptual function which delivers the agent’s own
location, called the agent location function, and a function which identifies potential
locomotion landmarks in the environment, called the landmark location function. Both
functions deliver points in the cognitive map: the former activates a single ‘current place
unit’, and the latter activates a set of ‘goal place units’ (which presumably compete with
one another).21 In action observation mode, we also need a current place unit and a set of
goal place units—however, the functions which deliver these units must be different.

Recall that action observation mode is triggered when an object in the environment
becomes salient for some reason, and the observer decides to attend to this object rather
than perform an action himself. The decision to attend to an external object in the initial
context is what establishes action observation mode. I propose that in observation mode,
the ‘current place unit’ is specified as the allocentric location of this external object, while
the set of potential landmarks is given by a function which biases the ‘goal place units’ in
the cognitive map towards those units which the agent’s body is oriented towards.

13.11.7 Locomotion action perception in action observation mode

How is the agent’s locomotion action tracked, or categorised, in action observation mode?
For body-centred motor actions, we hypothesised a specialised biological motion recognition
module to fulfil this purpose. Note that this module certainly operates when observing
a third party moving through the environment. (Whole-body motions like walking and
running are in fact the prototypical ‘biological motion’ stimuli.) However, a locomotion
action is primarily defined by a chosen landmark, and a trajectory specified relative to this
landmark. How are these chosen?

21Note the similarity with the representation of potential targets in the agent’s peripersonal space. I
should make more of that.

462



I propose that the inference process is similar to that involved in recognising a reach
action performed by another agent. To summarise the case for recognising a reach action:
the observer begins with a set of possible targets. The observed agent’s gaze and body
orientation restrict this set, and the initial trajectory of the agent’s hand restricts it still
further until only a single candidate target is left. At this point the intended target is
recognised; the observer now monitors (a) the trajectory of the agent’s hand onto the
target, and (b) the agent’s biological motion pattern, and these jointly serve to classify
what kind of action is being performed on the target. These processes are possible because
of two key invariants which link the experience of performing a reach action onesself with
the experience of watching a reach action. One is a ‘body movement/configuration gestalt’
which can be derived either from proprioceptive dynamics or from retinal form and motion
energy. The other is the fact that the hand’s final movement to the target is defined in a
coordinate system based on the target, which is the same regardless of whether the reach
is performed by the observer or by a third party.

For the recognition of a locomotion action, I propose that there are two similar invari-
ants. Firstly, the trajectory of the agent in relation to the locomotion landmark can in
each case be explicitly generated in the cognitive map. I proposed that in action execution
mode, the agent’s path through the environment is explicitly computed; see Section ??.
In action recognition mode this path can also be computed, by remembering the sequence
of locations which the observed agent moves through. (Recall that action execution mode
and action observation mode are defined so that the agent’s location is represented in the
‘current place units’ in both cases.) Secondly, if a locomotion action has a goal configura-
tion, this is defined in an object-based coordinate system which is insensitive to whether
the agent is the observer or a third party. (...)

13.11.8 The object location function revisited

We are assuming that the observer is able to use the cognitive map to represent the location
of objects in his environment. The proposal given earlier in Section ?? was that ‘object
location memory’ is implemented by a function which takes the currently active spatiotem-
poral context and returns a set of bidirectional associations between LTM individuals and
cognitive map locations, so that activating an individual activates its location in that con-
text, and vice versa. The above discussion of action execution and action recognition mode
now allows us to be a little more precise.

In action observation mode, activating an LTM individual activates the associated
cognitive map location as a current place unit. In action execution mode, activating an
LTM individual activates the associated cognitive map location as a goal place unit. Both
of these refinements have interesting implications.

Firstly, note that activations of units in the cognitive map cannot be interpreted on
their own; rather, just like activations of units in the motor system, they are deictically
referred to a prior action establishing either action execution mode or action observation
mode. It may thus be that a given hippocampal place cell sometimes encodes the agent’s
current location, and sometimes the location of an object being observed. Which is encoded
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depends on a prior decision of the agent.
Secondly, note that the extended definition of the object location function explains

how an agent can reach an object which is outside his peripersonal space. When the agent
adopts action execution mode, the attended-to object will activate a goal place unit in the
cognitive map, which allows the location-based motor controller to navigate to this object.
Note that navigation is not driven by the object itself. The cognitive map also associates
a landmark with the ‘place’ which the object is at, and it is this landmark which guides
the agent’s navigation. When the agent reaches this place, the object will be within his
peripersonal space, and an ordinary reach action can be planned.22

13.11.9 Navigating between spatial contexts

The location-based motor controller allows the agent to plan and execute trajectories within
his current spatial context. But the agent also needs a way of moving between contexts.
I assume that there is a second, higher-level navigational controller, which plans routes
which traverse contexts.

This controller requires that each spatial context the agent knows about is represented
twice, once in a current spatial context layer and once in a goal spatial context
layer. An active unit in the current spatial context layer denotes the agent’s current
spatial context. (Remember that the agent is either the observer or a third party who
the agent is watching.) An active unit in the goal spatial context denotes an environment
which the agent intends to get to. An active unit in the current spatial context layer can
be termed the current spatial context, and an active unit in the goal context layer will
be termed the goal spatial context.

I will assume that goal spatial contexts are also hippocampal context assemblies. There
is good evidence that the hippocampus represents goal locations in the agent’s current
environment, as just summarised in Section ??. I do not know of any evidence that the
hippocampus also encodes goal spatial contexts; however, given that it encodes current
contexts, and goal locations within the current context, I will assume that it also encodes
goal contexts.23

[This all needs rewriting.]

13.11.10 Representations of extended spatial paths

It is often useful for an agent to store information about how to move between distant
locations. Agents often travel some distance, particularly if a reward can be obtained by

22It is interesting to consider the linguistic correlates of this two-phase action. I expect that it can be
described in two ways: either John walked up to the cup and took it, or simply John took the cup, with
no reference to the locomotion action. The choice depends on whether the linguistic system is set up to
interface with just the reach motor controller, or with the reach motor controller and the locomotion motor
controller.

23Maybe the difference between spatial contexts and locations in the current cognitive map isn’t so easy
to draw. When a rat passes down one arm of a maze and a hippocampal cell fires, is this a very specific
spatial context?
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so doing, and can learn complex routes between distant locations. What are the represen-
tations and mechanisms which support the learning of such routes?

Recent studies suggest that areas in the basal ganglia are involved in navigating a
well-learned route. Hartley et al (2003) present fMRI data showing that the caudate
nucleus is more activated when subjects move along a well learned route than when they
are navigating a new route created from general knowledge of the spatial layout of their
immediate environments. This finding echoes a similar finding in rats (see e.g. Packard
and McGaugh, 1996). Well-learned routes appear to be represented as stereotypical action
sequences: they are established slowly, using reinforcement, and once learned, enable fast,
automatic behaviour. Interestingly, while the hippocampus represents spatial environments
in terms of boundaries and surfaces rather than landmarks, landmarks do seem to be
involved in our procedural memory for routes. Spatial behaviour oriented to landmarks
involves activation of another area of the basal ganglia, the striatum (see Doeller et al.,
2008), and like extended routes, is learned through reinforcement (Doeller and Burgess,
2008).

I propose that learning extended routes involves a working memory for sequences of
spatial contexts and/or landmarks, held in the basal ganglia. I will call this spatial con-
text working memory. I envisage an extra, high-level motor controller for locomotion
which takes a current spatial context and a goal spatial context and delivers a sequence
of ‘subgoal’ spatial contexts in this working memory medium. I will assume a very simple
training function for the moment. In a training phase, the agent explores his environment.
Whenever a new environment is entered, the associated context unit is remembered in
spatial context WM. So this form of working memory holds the sequence of contexts which
must be traversed to get from the first context stored to the most recent context stored.
I assume that the context navigation controller is trained by the current spatial context
WM. The training regime should emphasise the learning of common or behaviourally useful
context sequences; this will determine when spatial context WM is reset during training,
and when the current WM sequence is used as a training instance.

One interesting consequence of representing a path between distant locations as a se-
quence of linked intermediate spatial contexts is that representations of the relations be-
tween contexts are likely to reflect the number of intermediate links. An interesting study
supporting this idea was conducted by Hirtle and Jonides (1985). Subjects were asked to
enumerate landmarks in a university campus. An analysis of the sequential structure in
this free recall task showed a clustering of landmarks. In a followup experiment, subjects
were asked to estimate distances between landmarks. It was found that estimates were
greater for landmarks from different clusters than for landmarks from the same cluster,
even when the actual distances were roughly the same. This is good evidence for the kind
of hierarchical structuring of contexts which would result from the indexing of one context
to another.
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13.12 The internal syntax of PPs

13.13 A sensorimotor interpretation of PP syntax
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Chapter 14

Sensorimotor interpretations of some
other clause types

14.1 Introduction

In this chapter, I will look at some of the basic clause types which have not yet been consid-
ered, and ask whether our general sensorimotor interpretation of syntax can be extended
to cover these. In the first half of the chapter I will look at clause types featuring spatial
PPs, drawing on the sensorimotor characterisation of spatial PPs given in Chapter 13. I
will begin in Section 14.2 by considering locative clauses: stative clauses asserting that a
particular object is in a particular location. (I will also include existential sentences in
this category, for reasons discussed in that section.) In Section 14.3 I will consider clauses
describing a simple locomotion action carried out by an agent, which feature verbs like go,
walk and run. And in Section 14.4 I consider clauses describing more complex actions in
which an agent causes a target object to move along a certain trajectory, which feature
verbs like put, give and throw.

In the second part of the chapter, I consider some other clause types about which the
sensorimotor interpretation of LF makes certain predictions, and which must therefore be
discussed for the sake of completeness. Section 14.5 considers intransitive clauses, and
Section 14.6 considers passive clauses.

14.2 Locative clauses, and existential sentences

[Still to be written]

14.3 Simple locomotion clauses

[Still to be written]
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14.4 Ditransitive verbs and the causative alternation

(14.1) John gave the cup to Sue.

(14.2) John pushed the train along the track.

(14.3) The man opened the door.

(14.4) The door opened.

14.4.1 A sensorimotor model of ditransitive actions

There are two components to this: firstly the idea that a ditransitive action has two
attentional stages which occur in strict sequence (see Section 14.4.1.1), and secondly, the
idea that a transition occurs in the frame of reference used to provide feedback about the
action (see Section 14.4.1.2).

14.4.1.1 The two attentional phases of a ditransitive action

Johansson et al (2001) study agents executing ditransitive actions which involve grasping
a bar, then moving it to press a switch. In language, these actions might be described as
‘moving the bar to the switch’. The actions involve two key stages: firstly a stage when
the agent reaches for and grasps the bar, and secondly a stage when the bar is brought
into contact with the switch. They can be described in terms of two key contact points:
the point on the bar where the agent’s hand grasps, and the point on the switch which
the bar eventually touches. Johansson et al. analysed the eye movements of the agents,
and found a strong tendency to fixate these contact points in advance of contact actually
being made. Moreover, the first fixation (on the bar) is only maintained until the hand
reaches the bar; very shortly after that, fixation moves to the switch. Thus at the level of
attentional actions, there is quite good evidence for a strict decomposition of a transitive
action into distinct stages.1 On the other hand, the profile of the motor component of a
ditransitive action seems to be specified more globally over the course of the whole action.
For instance, cite that Jeannerod idea.

14.4.1.2 Proximal versus distal motor control

2

1However, Ballard et al. seem to have evidence for somewhat greater anticipation of eye movements. I
should check this again.

2In here, you should really refer to Cisek 2005: ‘The neural representation of a plan does not consist
of a desired trajectory or motor program optimized prior to movement onset, but simply represents the
desired motion of the controlled object in an effector-independent manner and in the reference frame of
whatever defines error in the task. Most of the details of kinematics and kinetics do not emerge until
after movement begins, even in very familiar tasks and even when full information about the upcoming
movement is provided well ahead of time.’
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Now consider a more complex manipulating action such as ‘bend’ or ‘crumple’. Any
concrete action (from the perspective of the executer) ultimately involves an action involv-
ing signals to the limbs. However, the feedback which is used to learn the appropriate
signal, or to regulate the signal while the action is under way, can come from different
sources. For a simple transitive action like ‘grab’, it presumably comes from the agent’s
proprioceptive sense of his own arm position, and from real-time visual information about
the relative position of his hand and the target. But for a more complex action like bend
or crumple, once the hand has reached the target, it is likely to come from the agent’s
observation of the effects his action is having on the configuration of the target, rather
than from any direct monitoring of his arm or even finger position.3 If we assume there are
two objects being attended to—the agent and the patient—and we assume that the bio-
logical motion system is involved in providing feedback to the motor system during action
monitoring, then the suggestion amounts to the idea that the biological motion system is
free to shift from the agent to the patient during this monitoring process. Given that the
biological motion recognition system is somewhat independent of other visual systems, this
seems at least possible.

14.4.2 A syntactic model using VP shells

An interesting recent account of the causative alternation is given by Heidi Harley (Harley,
2003), drawing on classic work by Larson (1988). I will quickly summarise a version of this
idea given in Santorini and Kroch (2007), which can be stated quite simply.

Harley’s suggestion is that a ditransitive verb is actually a complex of a verb of causation
and another verb: e.g. ‘give’ is ‘cause to have’, ‘show’ is ‘cause to see’, ‘teach’ is ‘cause to
learn’ etc.4 The idea is that the two component verbs originate at different positions in
the syntax at LF; the ‘cause’ verb introduces a second VP, whose subject is the recipient
argument, and whose object is the theme argument. So, the LF of a sentence like John gave
Mary a ball should be analysed as in Figure 14.1.5 (At PF, the subject John is assumed
to raise out of the higher VP to the normal subject position, and the lower verb get is
assumed to raise to adjoin to the higher verb cause, in which configuration it’s pronounced
’give’.) There are several attractive things about this analysis, including an explanation
of similarities between causal sentences and double-object sentences in several languages.
In English, it allows a nice account of the so-called causative alternation, which holds for
a class of verbs like close, crumple, bend etc (also known as unaccusative verbs). These
verbs can be used either transitively or intransitively:

(14.5) John bent the branch

(14.6) The branch bent

3I still don’t have a reference for this sort of ‘indirect control by monitoring of the motions of a
manipulated object’.

4The examples are actually Santorini and Kroch’s.
5In Harley’s version, the second VP is actually a PP, but the basic idea is the same.
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Figure 14.1: A Harley-style analysis of ditransitive verbs at LF

The alternation is odd, because the subject of the intransitive verb is the object of the
transitive one. The oddness is actually with the transitive sentence; e.g. in Example 14.5
above, it’s the branch that’s doing the bending, even though branch is apparently the
object of the verb. And the agent ’John’ is really causing the branch to bend. Therefore
the sentence can be analysed at LF along similar lines to the above ditransitives; see
Figure 14.2. (The lower V still moves up to adjoin to the higher one at PF; the only

V’

V

bend

VP

DP

DP

John

VP

V’

S

DP

V

CAUSE

the branch

Figure 14.2: A Harley-style analysis of bend at LF

difference is that (a) the combination of the two verbs is still pronounced crumple—so
presumably crumple is ambiguous between ‘real crumple’ and ‘cause to crumple’—and (b)
the lower V is intransitive in this case, so there’s no second object.)

6

14.4.3 A sensorimotor interpretation of VP shells

A Harley-style postulation of two VP elements for verbs like give or crumple can be linked
quite nicely to an account of proximal versus distal motor control. Here’s the rough idea.

6Note: I don’t think this syntactic account is compatible with Levin and Rapaport’s account of unac-
cusatives. In their account, the branch appears as the complement of the verb at ‘deep structure’.
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Recall from the general sensorimotor characterisation of LF Chapter 5 that any verb
phrase denotes an action which is processed in the attentional context set up by having
previously attended to an agent. For an ordinary transitive verb like grab, the attentional
context set up by attending to the agent directly sets the stage for action monitoring,
and the feedback signal used to control the action relates to the body configuration of
the attended-to agent. For a verb of manipulation, like crumple, I suggest that the agent
must first execute an operation to change the source from which feedback for his action
is derived, so that feedback comes from the motion of the (articulated) target object,
rather than directly from motion of the agent’s own body. So what the agent learns
to do is ‘whatever action results in a crumpling motion being observed in the object’.
Thus, assuming a split-VP analysis of crumple the paper as cause the paper crumples, the
denotation of the cause verb has two components: firstly an ordinary transitive action to
reach the paper so as to be able to exert influence it (perhaps with a special requirement
to grasp it in a way suited for crumpling) and secondly an operation to move the biological
motion system to the paper, so that any subsequent motor action of the hand/fingers is
controlled by the movements of the paper. The inner VP is then simply an observation
of the fact that the paper is undergoing a certain change in configuration, described by
the verb crumple. The fact that this observation is part of an action being carried out is
captured by the syntactic context of the inner VP, which is dominated by the cause VP.

Note that this account also works for verbs which subcategorise for a direct object and
a PP, such as put, understood as ‘cause to go’. In this case, after having grasped the object,
the agent must shift to an environment-centred frame of reference to track the object and
cause it to describe an appropriate trajectory.

14.5 Intransitives

So far, we have only considered sentences describing transitive actions. Let us now look at
an example of an intransitive sentence:

(14.7) The man shrugged.

Hopefully, this sentence is a little simpler to describe. The basic suggestion is that there
is no object selected as the patient entity; rather, the motor programme can be defined
solely in relation to the configuration of the agent’s body. A shrug is a simple example of
such an action: it just involves raising and lowering the shoulders, which can be achieved
without any reference to objects external to the agent. (. . . )

14.6 Passives

When we were looking at transitive sentences, we could assume that the agent of the
sentence appears in subject position, and the patient in object position. Of course, this
is not always the case. A particularly clear counterexample is passive sentences, in which
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the patient appears in subject position and the agent appears only as an optional adjunct.
(. . . )

14.7 Verbs of creation

Consider John made a cake. It might be thought problematic for my account, because the
observer is supposed to attend to the object before starting to monitor the action—but in
this case, the object doesn’t exist until the action brings it into being.

At least if the observer is the agent of the ‘make’ action, I want to argue that the
observer really does have to attend to the object in some sense before executing the action.
Before you can create an object, you have to have a conception of the object in your
mind—you can’t make something unless you know beforehand what you’re going to make.
Clearly, ‘a cake’ is a planned object before it’s a real one. I want to argue that the object
exists in two modalities in this episode, just like it does in a more straightforward case like
John grabbed a cup. If you think about it, the two modalities are even rather similar. In
the case of grabbing a cup, obviously the agent attends to the actual cup to begin with.
But based on this visual representation, the agent produces a representation of the cup as
a goal motor state. This is a motor goal—a motor state that doesn’t yet exist. Now think
about what’s involved in making an object. Let’s consider a simpler case than making a
cake—one that we know more about. Take John drew a square. We know all about how
this is done, from the experiments of Averbeck et al. (2002). ‘A square’ starts off being a
motor plan. The agent has a plan to do movement A, then movement B, then movement
C, then movement D. All of the planned movements are active in parallel, and the planned
square-drawing routine is selected as a single item. The point is that the square-drawing
motor routine is a square: selecting it is like attending to a square (in the modality of
motor planning).

The question now is: what does it mean to ‘draw’ a square? (Or to ‘make’ a square?)
I think it means nothing more than to execute the selected routine. This is a nice way of
thinking about the difference between drawing, making, and other verbs of creation, and
ordinary transitive verbs. In a normal transitive verb, selecting the object and selecting
the action are two separate things: the object contributes a single goal motor state, and
there are several alternative motor programmes that are defined with reference to this goal
state (e.g. slap, punch, grab). These motor programmes involve activation of a sequence of
goal states, defined as ‘perturbations’ of the original goal state (see Lee-Hand and Knott,
2013). In a verb of creation, the object selected already is the sequentially-structured
motor programme (e.g. a square-drawing plan). The ‘action’ done ‘on’ this object is just
the action ‘execute’: quite a different sort of action.

For a verb of creation, there’s no alternative way of expressing the motor planning. But
for a regular transitive action there’s often an interesting choice: I can say ‘John grabbed a
cup’ or ‘John made a grab [for the cup]’.7 I can say John moved or John made a movement ;

7Or alternatively, John gave Bill a slap/a punch/a squeeze. Clearly that’s not quite the same, since you
can’t give someone a grab, so I’m not explaining everything about these nominalising alternations. Levin
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John shrugged or John gave a shrug. Using the device of nominalisation, many verbs can
be re-expressed in alternations featuring verbs of creation.

It’s interesting to think about this in relation to the DP system. Object-creation plans
in prefrontal cortex are presumably tonically active throughout the experience of the cre-
ation episode—but if they’re nominalised, they can only be read out at a couple of specific
times. My suggestion is that there is a cross-modal link between the prefrontal object-
creation motor programme and a perceptual representation of the created object (perhaps
in the form of a WM individual) and that this perceptual representation is only activated
at particular points: once when the motor programme is originally selected (prior to being
executed) and once (‘incrementally’, in the sense of Dowty, 1991) when it perceptually
appears. But this idea definitely needs some work.

14.7.1 Beneficiary arguments of creation verbs: an account in-
volving overloading

Consider John made Mary a cake. The beneficiary argument here (Mary) complicates the
verb of creation. I like the idea that there are two things going on. Firstly, John is just
making a cake. But he is also causing Mary to get a cake, or to have a cake. Mary has
to be sentient: she must experience receiving a cake. My idea is that the causative action
happens to be describable (at least in part) as making—hence it’s appropriate to use the
verb make here.

I want to say that the same thing is going on here as in John kicked the ball into the
goal. This also involves overloading. What John is really doing is causing the ball to go
into the goal. But the causative action happens to be an action that can be described as
an action in its own right, as kicking.

14.8 Other thematic roles

Make some mention of Dowty’s model of proto-roles, and suggest that all the properties
which contribute towards proto-agenthood can be independently seen as contributing to
salience. (. . . )

14.9 Verbs of perception

Consider John saw Mary and John looked at Mary. Here the verb describes a perceptual
operation carried out by the agent on the patient (or the experiencer on the stimulus, as
the participants are normally referred to). How does this fit with my model?

First assume that John himself is the observer. In the general scenario for transitive
verbs, the observer first attends to himself, and then attends to Mary, and then does
a transitive action (that’s implicitly referred to the attended target). In this case, the

no doubt has more information!

473



perceptual action denoted by the verb (‘see’ or ‘look at’) might not seem to contribute
anything new, beyond the action of attention to Mary that has already been carried out.
But I’ll argue that it does contribute something new. My main idea is that these verbs
of perception should be thought of as describing perceptual operations. I have quite a
repertoire of these, so I should be able to find ways to characterise the (sometimes subtle)
differences between looking-at and seeing.

Consider John looked at Mary to begin with. I suggest that the action denoted by
look at is a purely physical action, but that it’s more than just the standard action of
attention to Mary that’s described by the AgrOP projection. The extra thing is that the
physical action endures a little. Other similar verbs describe actions with different physical
characteristics; for instance peek at involves looking covertly, glance at involves a swift
look. Of course these physical actions normally come accompanied by cognitive perceptual
operations. The sentence John looked at Mary would often be followed up with a sentence
describing a state or event featuring Mary, to be interpreted from John’s perspective
(e.g. She was happy, She had a brown coat on, She put two lumps of sugar into the cup).
I think what’s conveyed here in a two-sentence discourse can also be conveyed in a single
clause, sometimes with the same perceptual verb (John looked at Mary put two lumps of
sugar into the cup), sometimes with a different one (John saw that Mary was happy / had
a brown coat on). Note that looking at or watching an object is a schedulable operation:
it can be built into a plan. It also has social connotations of its own: if I look at someone,
this can communicate something to them.

Now consider John saw Mary. This is understood as describing John’s perceptual
experience, rather than just a physical action (see e.g. ??). My proposal is that see doesn’t
denote a particular physical action, but rather denotes the cognitive operation of going
into perception mode. Normally this operation happens at the very start of a sensorimotor
routine: we either go into action execution mode or action perception mode. But I suggest
the operation can also ‘interrupt’ normal SM rocessing in action execution mode, in a
somewhat non-standard way. This can be triggered by a deliberate physical action of
looking (as discussed above). But it can also be triggered bottom-up: for instance if John
attends to Mary in preparation for some sort of action involving her, she could capture his
attention as a perceptual stimulus and put him into perception mode. When perception
mode is selected within action execution mode, we get the verb see.

If John is someone separate from the observer, the observer establishes perception mode
from the very start, and then attends to John and Mary in this mode. The observer attends
to John, and establishes perception mode, and then follows John’s gaze to attend to Mary,
as in normal action observation. The observer may then identify John’s physical action
as looking at Mary (it’s a certain sort of action); this provides a discourse opportunity
to start talking about his perceptual experience (from his perspective). But the observer
can also activate perception mode within the current SM routine. In this case I suggest
the observer activates perception in simulation the second time (just as regular perceived
motor actions are activated in simulation). But simulating perception mode is special,
in that it brings about a change in the WM situation evoked by the observer. This now
refpresents the observed agent (John)’s inferred beliefs about the situation, rather than the

474



observer’s own representation of it. There may be objects that are known to the observer
but not to John; objects may be in different positions, and so on. My proposal is that when
the observer registers a perceived agent’s action as perceptual (i.e. activates perception
mode in simulation), his WM situation changes to represent the perceived agent’s beliefs.8

If the observer is John himself, then John saw Mary also involves a special activation of
perception mode, but this time it’s real rather than simulated. (Just like all motor actions
are really executed if the observer is the agent.) Activating perception mode also triggers a
change to the WM situation representation: whereas before it represented possible things
John could do, now it represents the current situation more neutrally. It probably also
focusses on perceptual expectations relating to Mary.

Now consider some interesting scenarios. These are partly organised by the fact that
the argument of a perceptual verb can be a DP (John saw a dog, John looked at the dog),
or a finite stative clause (John saw that the dog had spots), or a nonfinite clause (John
saw/looked at the dog bark).

14.9.0.0.1 Perceptual verbs and false beliefs John saw a dog describes John ap-
prehending the existence of a new object in the situation, in the a way that’s very analogous
to the existential There was a dog.9 John is looking at something that’s (for him) an un-
categorised point in space, and classifying the stimulus there as a dog. The interesting
thing is that if John is a third party being observed, the observer can know about the dog
already: the dog is new for John. This is why I suggested above that activating perception
mode involves establishing a new WM situation that reflects the perceived agent’s beliefs,
rather than the observer’s own beliefs.

How can we keep track of a perceived agent’s beliefs about the current situation?
We know something about what they know. Say we know they have just arrived in the
situation, and that they haven’t been there before. Perhaps every LTM agent (or type of
agent) is associated with a set of objects and locations and situations that it knows about.
When an agent arrives in a situation, they don’t know about it (whereas the observer may
know there’s a dog in it). So when they look at the location containing the dog, there’s
no existing WM individual representing the dog: a new one has to be created. This WM
individual must somehow be tagged as belonging to the perceived agent rather than to the
observer. (So later, even if the observer’s own experience has updated the location stored
in the dog WM individual, he can still reload John’s beliefs about the situation, which may
not have gone through an analogous update, and thus represent false beliefs.)

14.9.0.0.2 Nonfinite clausal complements In John saw the dog run away, see re-
ports John’s establishment of perception mode, and the complement clause directly reports

8Note that this new WM situation representation is quite similar to the situation representing the ‘com-
mon ground’ in a discourse (see ‘New-WM/ideas’). But this contains only things which are agreed upon
by both participants, so it’s not exactly the same. Also, a common-ground WM situation is established
by the decision to talk to an external agent, not to perceive it.

9This is even true of John saw *the dog : the dog has to be interpreted as a reference to a known dog,
but its presence in the current situation is new.
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the episode thereafter perceived. We can explain why the complement clause is nonfinite:
this is because attention was directed to the dog in action execution mode, and the associ-
ated attentional action is inhibited to make room for the content of the perceived episode.
We can also explain why the dog has accusative case.

Note we can also say John looked at the dog run away. This seems to put the emphasis
on the physical action through which the episode was perceived. But I think it presupposes
somehow that John saw the dog run away as well.

14.9.0.0.3 Finite clausal complements In John saw that the dog was dirty, I’m not
sure that John’s action of attention to the dog plays such a pivotal role. He has to attend
to the dog, so that he can subsequently attend to its properties. But the dog is not the
object of the see action.

My suggestion is that the above sentence shares the sequential structure of John said
that the dog was dirty. In this case, John decides to talk (i.e. to enter verbal mode), then
inhibits the talk episode and retrieves another proposition whose content is unrelated to
the physical action. I think something similar happens in John saw that the dog was dirty.
(i) John decides to act (i.e. establishes action execution mode). (ii) Then straight away
he decides to observe the world (i.e. establish perception mode), before he’s attended to
anything. (iii) Then he perceives a state.

Why would he decide to perceive straight after having attended to himself? One idea is
that facts come associated with their origin: some facts are told to me, some are witnessed
by particular people. John saw that the dog was dirty: this could report a quite complex
thing where John is seen to be looking at the dog, and inferred to be thinking that the
dog is dirty (perhaps trivially because he says so himself). I think observing another
person ‘seeing that P’ is a complex thing, involving inference of whole propositional beliefs.
Consistent with this: you can’t say John looked at [the dog was dirty]. You can look at
episodes—and you can look at objects (e.g. John looked at the dog)—but you can’t look
at states.

Another possibility is that seeing that P reports the result of an attentional operation
done on an already-established object, hence attention to the object isn’t relevant in the
description and is downplayed. When I say I saw that the dog was dirty, maybe the thing
I’m seeing (or better, noticing) is the dirtiness, not the dog. So: first I attend to myself as
agent. Next I attend to the dog—but this doesn’t put me into perception mode, because
the dog is not salient. Now, having attended to the dog and categorised it, my attention is
drawn to a property of the dog. Because this is a type of attentional capture, it’s reported
as the perceptual action ‘see’ (or ‘notice’). I could say I noticed the dog’s dirtiness, the
dirtiness of the dog etc. I suggest I can also express the attended property within the
clausal system: but in order to present the property in this system, I must present the
whole predication.

I don’t know if the above two ideas are alternatives to one another. I like the general
idea that what you see is the informationally new thing in the complement clause (thus
in John saw that there was a [F dog] in the room the verb of perception refers to the new
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information that’s added to John’s knowledge).
One interesting thing is that in John saw that P, P has to be aspectually stative: if I

say John saw that Mary grabbed a cup, the grabbing episode is reported as a fact, rather
than as something that updates the reference time. On the other hand, John saw Mary
grab a cup is aspectually an event: the seeing happens simultaneously with the grabbing,
and the two episodes move us forward in time.
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Chapter 15

Adverbs and other modifiers

Some key references are Alexiadou (1997); Cinque (1999); Ernst (2002). A good summary
is given in Edelstein (2012).

15.1 Manner adverbs

Here are two examples:

(15.1) John grabbed the cup angrily / John angrily grabbed the cup / Angrily, John
grabbed the cup.

(15.2) John grabbed the cup quickly / John quickly grabbed the cup / Quickly, John
grabbed the cup.

Manner adverbs indicate a state of the agent, that is exhibited during an action, even
though the action has some other goal as its primary goal. (I think Geuder, 2002 is a good
reference for this idea.) An agent doing some action can be in different states, and these
will make the action come out differently.

In terms of motor implementation, I suggest that the motor system has general pa-
rameters that dictate how fast, jerky, violent etc movements will be. These are defined
independently of individual motor programmes. In my model, motor programmes are
defined as perturbations of goal motor states associated with targets (and perhaps bene-
ficiaries or goal locations). I suggest that the general parameters relate to the manner in
which these goal motor states are achieved: they can be achieved slowly, gently, violently,
roughly, angrily etc.

At the same time, actions provide a method whereby an agent can demonstrate an
internal state, whether volitionally or nonvolitionally. It’s not just about the movements
made; there can be things that accompany the movement, in particular facial expressions,
grunts, other body language, that convey emotions or other states.

My main idea is that an agent doing an action in some manner conveys the manner and
the action in parallel: the manner is present from the outset, and continues to be expressed
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throughout the action. In my scheme, the predication system and the action system are
somewhat independent: I think the predication system identifies the manner, while the
action recognition system identifies the action (and abstracts away from the manner). The
predication system works using movements: it picks up on certain physical properties of
the movements (jerkiness, smoothness, slowness etc), and abstracts away from the category
of the actions executed. At the same time it picks up on facial expressions, which could
be static.

Something that’s consistent with this idea is that adverbs derive productively from
adjectives (quickly is quick+-ly). Saying John shouted angrily is very like saying John
shouted (the action part) and John was angry (the predicative part). So: where does
the adverbial suffix -ly come from? This must indicate that the predicate was identified
dynamically, by analysing the pattern of motion constituting the action.

Why can adverbs appear where they do? E.g. John slowly grabbed the cup, John grabbed
the cup slowly, Slowly, John grabbed the cup. Note the position above VP but below the
subject is interesting, because there’s variation between languages: in French we have John
grabbed slowly the cup. So there are three basic positions. I want to say these positions
are positions that make sense both within the motor-action system and the predicative
system.

15.2 Adverbs expressing properties of the event

Adverbs like luckily, mercifully obviously, etc predicate a property of the perceived episode
as a whole (is lucky, merciful, obvious) rather than of the agent specifically.1 (Note this
can also be done in a pure predication: It is lucky/merciful/obvious/etc that P.) These
adverbs can appear in the same positions as manner adverbials, I think. This should help
us think about the nature of the interface between the predicative system and the event
representation system. Whatever it is, it underspecifies whether the predicate applies to
the agent/subject of the episode or to the episode as a whole.

Actually, even adverbs like quickly or angrily can be understood as applying to events.
For instance, from John grabbed the cup quickly we can infer that John was quick, but
also that the grab was quick (see again Geuder, 2002). If the nominalisation the grab is
understood as referring to an event, then the adjectival predicate also applies to events.

Geuder notes that if someone is slow, it’s because their actions are slow—so he argues
the property ‘slow’ applies most directly to events (Davidsonian events), and only through
some kind of metonymy to individuals.

Geuder also notes that A beautiful dancer is ambiguous: it could mean a dancer who is
beautiful, or someone who dances beautifully. I agree—but I think if you dance beautifully,
then you are beautiful while you’re dancing: it’s not just the dancing that’s beautiful.

1According to Jackendoff (1972), the property of the episode is also related to the speaker, rather than
to any participant, but I agre with Geuder (2002) that this isn’t necessarily the case: it could relate to
the protagonist, who needn’t be the speaker.
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15.3 Agentive adverbs

Consider John kindly grabbed the cup. When you do something kindly, does your manner of
doing it indicate the kindness? Not always: sometimes what’s kind is just the fact of your
doing the action. Here from the perspective of perception the predicate is kind is derived
by inference from the action: it’s only inferred after the action is understood. (Even then,
he’s not necessarily always kind: we’re not inferring an individual-level predicate. We’re
inferring that through doing the action he’s being kind.) This type of adverbial is called
agentive. The fact that the adverb can still appear high suggests that what’s happening
is that a stative predicate is being assembled along with an action/event representation,
and then the combined structure is read out.

A purer case of an agentive adverbial is stupidly. In John stupidly grabbed the cup it’s
hard to see how the adverb can ever indicate the manner of the action: rather, we are
evaluating John’s action of grabbing the cup as being stupid. (Again we’re not attributing
an individual-level property to John: we’re predicating a property of his action.) This is
Geuder’s (2002) definition of agentive.

Pylkkänen’s (2002) examples of agentive adverbs are on purpose and willingly. These
are again different: you can’t say It was willing of John to grab the cup, but you can say
It was stupid of John to grab the cup. Accidentally would be another example of this class
of adverb.

15.4 Resultative adverbs

They loaded the cart heavily means they caused the cart to become heavy.

15.5 Adverb ordering principles

Event/proposition-level adverbs have to appear higher than manner adverbials.

(15.3) Obviously, John quickly left the room.

(15.4) Quickly, John obviously left the room.

Cinque (1999) suggests an elaborate structure of functional projections to explain these
ordering constraints. But in my model, where each XP has to describe a SM (or at least
cognitive) operation, I don’t have the same latitude to postulate XPs. So I have to posit
an alternative explanation.

15.6 Instrument modifiers

A VP can be modified with a PP indicating the instrument being used:

(15.5) John grabbed the cup with the tongs.
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(15.6) With the tongs, John grabbed the cup.

The PP somehow identifies the motor system that’s being used. The tongs are part of a
hand motor system.

15.7 Time/place adverbs

I think these are quite different: they simply establish the temporal or spatial context for
an episode. This relates to how it’s saved (or retrieved) from long-term memory.
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Chapter 16

Nested clauses

I want there to be a chapter describing different kinds of nested clause.

16.1 Infinitive clausal complements

16.2 Finite clausal complements

These are introduced by mental state verbs like believe.

16.2.1 Neural representations of beliefs

A lot of this is in the medial PFC (see the review by Wagner et al., 2012).

16.3 Relative clauses

482



Chapter 17

A model of situations and discourse
contexts

In the model presented so far, there are mappings from LTM objects to their WM and sen-
sorimotor counterparts—e.g. LTM individuals and WM individuals, LTM environments
and the observer’s current spatial state. However, we do not yet have any sensorimo-
tor or working memory correlate for individual temporal contexts in LTM. Recall from
Section 13.9.1 that an individual situation is an LTM assembly which represents a par-
ticular point in time; a spatiotemporal context is formed from a LTM environment (which
can be revisited at different times) and an individual situation (which can only be revisited
by entering memory mode). It is interesting to consider whether there is a working memory
correlate of individual situations.

Basic idea: PFC holds WM representations of candidate plans, from which the ob-
server’s winning plan is selected (see Section ??), and it also holds WM representations
of

17.1 Introduction

The aim of this chapter is to integrate the sensorimotor model of reach-to-grasp events
presented in Chapters 2–3 with the model of attentional actions presented in Chapter ??,
and to use the resulting model to give a more complete sensorimotor interpretation of LF
structure.

Section 17.2 presents a schematic version of the sensorimotor model, expressing the
sensorimotor system as a number of modalities, each of which delivers a characteristic
representation, generated by a characteristic function. Section 17.3 summarises the ideas
about memory representations which we have introduced so far. One of the key ideas is
that there are distinct memory systems for individuals and for episodes: there are separate
working-memory media for individuals and episodes, and there are likewise separate long-
term memory representations of individuals and episodes. Section 17.7 presents a model of
how the sensorimotor and memory representations connect, for individuals. Section 17.8
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does the same for episodes. It introduces the idea of a situation and a situation type,
and the context update function. Section ?? considers the relationship between WM
individuals and WM episodes. Section 17.10 looks at hierarchy in situation structures,
and its relationship to certain structures in narrative discourse. Section 17.11 looks at
how the structure of WM situations can function as a very general reinforcement learning
architecture. Finally, Section ?? presents a more thorough sensorimotor interpretation of
LF structures, which draws on all of the above.

17.2 A schematic sensorimotor model

In this section I will re-express the sensorimotor model presented in Chapter 2 and Chap-
ter ??, adopting a more formal style of description, and referring only obliquely to the
neural implementation. The goal is mainly to introduce some new terminology for referring
to the sensorimotor mechanisms already introduced, and to propose some generalisations
about these mechanisms.

I will characterise the sensorimotor syetem as a collection of related neural modalities.
A modality can be thought of in three ways. First, it is a reasonably coherent neural
region. Second, it holds a characteristic kind of representation. Third, it implements a
characteristic function, which delivers this representation, using inputs which can come
from the senses or from other modalities. Thus one modality can depend on another.
Clearly, the functions associated with the different modalities have to be learned, so that
the representations produced are well coordinated. One of my interests is in looking at the
constraints which allow this kind of coordination to be learned.

Modalities are divided into three different types, which I will consider in turn. Sec-
tion 17.2.1 considers modalities involved in the representation of scenes and of the location
of objects. Section 17.2.2 considers modalities involved in attending to and categorising ob-
jects. Sections 17.2.3 and 17.2.4 consider more derived modalities involved in representing
events and states involving, or relating, individual objects.

17.2.1 Location-based sensorimotor modalities

I assume four special-purpose modalities involved in establishing the location of objects.

• The saliency map is a modality representing salient regions in the agent’s visual
field. I assume it is found in LIP and FEF. I assume a saliency map function
which maps the retinal input onto the saliency map. I also assume a winner-take-all
operation which identifies the most salient region, and an inhibition-of-return
operation which moves to the next-most salient region.

• The object-centred location modality provides a representation of the space around
an object, defined in a coordinate system centred on that object. As discussed in
Section ??, evidence for this area comes from studies on object-centred neglect (see
e.g. Driver, 1999) as well as single-cell studies in monkeys (see especially Chafee et
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al., 2007); the consensus is that representations centred on an attended-to object are
developed in posterior parietal cortex.

• The scene representation modality provides an egocentric representation of the
agent’s current local environment. I assume this provides a representation which
allows the agent to retrieve a stored spatial context (i.e. recognise the place he is
in—see Section 17.3.3.2) and also to generate (and update) a representation of his
own location within this context, in the cognitive map (see immediately below). I
assume a scene representation function, which takes input from the whole retina,
without any attentional modulation, and delivers a scene representation.

• The cognitive map modality provides an allocentric representation of the location
of objects in the agent’s current environment. I assume an agent location function,
which takes input from (i) the scene representation modality; (ii) dead reckoning and
(iii) the currently active spatial context and delivers a point in the cognitive map
representing the agent’s current location within the environment. I also assume an
orienting function, which takes a region in the cognitive map, plus the current
spatial context, and generates an orienting action establishing the corresponding
area in the environment within the current visual field, as the most salient region.
A minimal orienting act might just involve the selection of one of the regions in the
existing saliency map. However, an orienting action can also involve large movements,
such as rotation of the head or whole body, and perhaps also movement through the
environment. At the end of a (successful) orienting action, a correspondence has been
brought about, so that the currently dominant region of the (egocentric) saliency map
is the same as the currently active region in the (allocentric) cognitive map.

17.2.2 Object-based sensorimotor modalities

I envisage three object-based modalities.

• The cardinality modality represents the spatial frequency currently being allowed
into the object classification system in IT. I assume it is found in the intraparietal
sulcus (c.f. Nieder and Miller, 2004). I assume a cardinality function which takes
input from the saliency map (specifically, from the current most salient region), and
delivers a spatial frequency—either the default one for categorising the region as
a whole (which I will term the ‘singular’ frequency) or a higher frequency suited
to categorising its texture elements, assuming they are homogeneous (which I will
term the ‘plural’ frequency). I also assume an inhibit current spatial frequency
operation, which shifts from the default spatial frequency to the higher frequency.

• The object category modality represents the results of categorising the retinal stim-
uli in the current most-salient region, at the current spatial frequency. I assume it
is delivered in IT, and in earlier visual areas (which might deliver certain specialised
properties such as colour or size). I assume an object categorisation function,
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which takes input from (i) the retina; (ii) the saliency map (the most salient region),
and (iii) the cardinality modality, and delivers a set of category representations. I
also assume a winner-take-all operation which delivers the most active object cat-
egory, and an inhibit-current-category operation which activates the properties
of the attended-to object which most distinguish it from a prototypical instance of
its category.1

• The object shape modality computes a 3D representation of the shape of an object,
which is used for computing grasp affordances (see Section 2.5.3). It is computed in
the caudal intraparietal sulcus and AIP.2

I also assume top-down actions of attention in each of these modalities, which can influence
the representations which are established.

• A top-down saliency bias can provide an additional input to the saliency map
function.

• A top-down cardinality bias can provide an additional input to the cardinality
function.

• An top-down object category bias can provide an additional input to the object
category function.

During sensory perception, these biases can only influence competition between repre-
sentations which already have some bottom-up activation, so that no illusions are seen.
However, during simulation mode, these actions are sufficient to create representations in
their respective modalities.

17.2.3 Event-based sensorimotor modalities

I envisage two event-based sensorimotor modalities.

• The mirror mode modality relates to how the agent’s mirror system is configured.
There are two possible configurations: action recognition mode and action execution
mode. I assume a mode-setting function which takes input from the retina, and
establishes one of these configurations. I assume the neural circuitry which imple-
ments this function involves the anterior insula and the inferior parietal cortex (see
Section 2.8).

• A motor schema modality represents actions (either executed, observed or simu-
lated). I assume these representations are generated in premotor cortex. I assume
a motor schema function, which takes input from (i) the retina; and (ii) all the
object-based modalities, and produces a motor schema as output. The object-based
modalities provide information about one or possibly two prior actions of attention
to objects (the agent and possibly patient of the action being categorised).

1I need to refer to Grossberg’s ART model as the precedent for this idea.
2This modality doesn’t play such a role in the high-level model—it could be left out.
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Again, I assume that both the mirror-mode function and motor schema function can receive
top-down biases.

• A top-down mirror mode bias influences the decision about which mode to go
into.

• A top-down motor schema bias influences the decision about which motor schema
to activate.

The mode bias can establish a mirror mode by itself, without any bottom-up input. In
action execution mode, the motor schema bias can also operate by itself, without bottom-
up input. But in action perception mode, it requires bottom-up input, to prevent the
generation of illusions. Both biases can operate by themselves in simulation mode.

17.2.4 Attentional operations

Finally, I assume a battery of special attentional operations, which provide various
special ways of attending to objects. The ‘default’ mechanism for attending to an object
is via the inhibition-of-return operation, which initiates a completely separate action of
attention to another object in the current scene. However, there are several methods
which allow us to attend to an object in a way which is sensitive to our current attentional
state. These allow the establishment of stative relationships between objects, or of stative
properties of objects. The first three are named after the English closed-class words which
denote them.

• The BE operation maintains the currently active region in the saliency map, but
executes the inhibit-current-category operation. The result of this is a new categori-
sation operation, which establishes the properties of the currently attended object
which most distinguish it from the prototypical object of its type.

• The HAVE operation maintains the currently active region in the saliency map,
and establishes a new ‘mini saliency map’ bounded by this region, using a finer
spatial frequency. For instance, if the agent is currently attending to a table, the
HAVE operation establishes a new saliency map in the retinal region occupied by the
table, in which objects associated with the table compete for attention. The HAVE
operation can also create biases within the object classification system, encoding
expectations about the orientation of objects in the region based on knowledge about
stable contact or support relations. For instance, a cup resting on the surface of the
table is most likely to be sitting on its base, and very unlikely to be balancing on the
tip of its handle. Recall from Section ?? that IT probably represents object categories
using sets of orientation-specific templates. Assume that the set of templates in IT are
organised by orientation as well as by category. We can then envisage a function called
the pose expectation function, which takes a region of the ‘table-shaped saliency
map’ and applies a bias in IT towards templates with the expected orientation(s). In
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summary: the HAVE function creates a mini saliency map, and imposes expectations
about the orientation of objects found within this map.

• The OF operation maintains the currently active region in the saliency map, and exe-
cutes the ‘inhibit current spatial frequency’ operation (described above). Its function
is to allow an agent attending to a single object to categorise the group of texture
elements of which this object is composed. It will only succeed if these elements are
homogeneous in type.

• There is also a set of primitive configurational attentional operations, which are
associated with locative prepositions like in, on, under, by and so on. These opera-
tions are defined in relation to an existing attentional context—they assume that the
agent is currently attending to an object—and they yield locations defined relative
to this object. Like the pose expectation function, they can also deliver biases to
the object classification function, which encode expectations about the orientation
of objects found in the associated location.3

17.3 Summary of the WM and LTM models

The above sensorimotor operations allow an agent to construct memory representations of
the world. In Chapters 3 and ??, a model of these memory representations was presented.
A key feature of this model is that there are separate memory systems for holding memories
of individuals and of episodes. This distinction holds both for working memory and for
long-term memory. In this section I will summarise the memory model established so far.
In Section 17.3.2, I will consider the model of memory for individuals, and in Section 17.3.3,
I will consider the model of memory for episodes.

3Old material: the location-establishing operation is associated with locative prepositions like in,
on, under, by and so on. It takes a currently attended-to object (which I called the indexed object)
and finds its spatial relationship with a second object (which I called the indexing object). One of the
main functions of this operation is to represent the location of the indexed object in relation to another
known element of the scene, to facilitate reattention to the object later, if circumstances demand this. The
initial attention to the object might be simply due to bottom-up salience, which does not in itself require
any relationship to be computed. I will assume that salience-driven actions of attention are typically
accompanied by a location-establishing operation.

The location-establishing operation involves three steps. First, the indexing object is attended to.
Second, the HAVE operation is executed, which establishes this object as a saliency map and generates
expectations aobut the orientation of objects found within this map (see above). Third, the indexed object
is re-established as one of the items in this local saliency map. The position of the indexed object in the
local saliency map, and the orientation at which it is established, determine the spatial relationship used
to link the indexed object to the indexing one. For instance, on denotes that the indexed object is above
the indexing object, and has an orientation suggesting that the indexing object is supporting it; under
denotes that the indexed object is below the indexing object.

The location-establishing operation might involve an element of sequential search before it is successful,
since it involves judicious selection of an appropriate indexing object.
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17.3.1 Locations in WM and LTM

I will first summarise the model of WM and LTM for locations, which was introduced in
Section ??.

17.3.1.1 Characterisation of LTM locations

Each current LTM location is defined in two ways. Firstly, it is associated directly with one
or more patterns of activation in the scene representation modality (see Section 17.2.1).
These links are what enable the agent to perceptually recognise his current location. (There
are several patterns of activation, enabling recognition to occur from different positions and
orientations in the environment.) Secondly, it is associated with a number of goal LTM
locations, to which it is linked. Current location LTM1 is linked to goal location LTM2
if there is an attentional action the agent can perform when in LTM1 which will lead to
establishment of LTM2 (i.e. which will lead to LTM2 becoming the current location). For
instance, consider two environments, Room1 and Room2, connected by a doorway. Room1
is associated with a pair of LTM locations, a current location LTMC1 and a goal location
LTMG1; Room2 is similarly associated with a pair of locations LTMC2 and LTMG2. is
in Room1, his LTM1 unit will be active, and the doorway will be represented as a point
in his cognitive map. Firing this cognitive map location as a goal location will steer the
agent to the doorway. When he reaches the doorway, his scene perception modality will
establish a representation which registers his presence in Room2, and will directly activate
his LTM2 location.

The linking relations between LTM locations are set up so that when a current LTM
location is active, it enables a set of bidirectional associations between pairs of goal LTM
locations and cognitive map locations, as shown in Figure 17.1.

location-linking.pdf

Figure 17.1: Linking relations between LTM locations

17.3.1.2 WM for locations

At any time, the agent must have an active representation of his current location.

17.3.2 Individuals in WM and LTM

In Section 3.6.4, I presented an account of how individuals are represented in long-term
memory, and in Chapter ?? I considered how they are represented in working memory. I
will briefly summarise these accounts.
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17.3.2.1 Working memory for individuals

The model of working memory for individuals introduced in Section ?? was founded on
the idea that perceptual establishment of an individual requires a sequence of sensorimotor
operations, just as experience of the cup-grabbing event does. I proposed that when an ob-
ject is established, the attentional sequence used to establish it is stored as a sequence plan
in a special form of working memory called WM for individuals. The sequence involves
three steps: establishment of a location, establishment of a cardinality, and establishment
of a category.

To take an example: imagine that an agent has just established a group of dogs in a
certain location L1. The associated WM individual will be an attentional plan, to establish
a particular location, then to establish cardinality ‘plural’, then to establish a bias towards
the object type ‘dog’.

As outlined in Section ??, the location of an individual can in fact be represented in
several different modalities, which range from egocentric to allocentric. At the egocentric
extreme of the spectrum, the location of an individual can be specified as a point in the
saliency map. Moving in the allocentric direction, an object’s location can be specified
in relation to another object, using a coordinate system centred on that object. At the
allocentric extreme, object location can be specified in an environment-centred coordinate
system, as a point in the agent’s cognitive map. I assume that these location mechanisms
operate in parallel, and can all be associated with a WM individual. The situation is thus
as shown in Figure 17.2.

WMI1

plural dog’attend

to currently

saliency map location

object−centred location

cognitive map location

active location(s)’

Figure 17.2: Parallel association of a WM individual with egocentric and allocentric loca-
tion representations

17.3.2.2 LTM for individuals

Individual objects are also represented in long-term memory; it is for this reason that we
can recognise an object currently being perceived as one which we have seen before. In
the model I outlined in Section 3.6.4, LTM representations of individuals are assemblies of
cells in the perirhinal cortex (see Eichenbaum et al., 2007; Diana et al., 2007).

As described in Section ??, each LTM individual is associated on one hand with a
WM individual, and on the other hand with a set of individual spatiotemporal context
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representations (as defined in Section 3.6.2). It is through the WM individual that the
LTM individual is associated with sensory properties, to do with location, cardinality
and type. However, these are not enough to define an individual; there could be several
different objects (or groups of objects) which look identical, and thus are indistinguishable
on these terms. The context representations are what keep these individuals distinct. Say
I represent my own kitchen at the present time with spatiotemporal context C1 and my
friend’s kitchen at the present time with context C2. If there are identical red cups in
the two kitchens, they will both be associated with the same WM individual; nonetheless
I must create two separate LTM individuals cup1 and cup2 to represent the two cups.
The LTM individuals can be distinguished by linking them to different contexts: cup1’s
associations will include C1, and cup2’s associations will include C2.

An individual object is recognised if a combination of context and perceptual repre-
sentations activate a LTM individual.

To do this, I can create an association between red/cup, C1 and cup1, and another
association between red/cup, C2 and cup2. This way, the red/cup sensory representation
will activate cup1 in context C1 and cup2 in context C2. In either case, the triggering of
an LTM individual by a sensory representation means that the object before the senses
has been recognised.

The model of LTM for individuals also included a model of memory for object loca-
tions. While the location of individuals in working memory gives emphasis to egocentric
representations (in particular the saliency map), the location of individuals in LTM is pri-
marily allocentric. Two allocentric forms of location LTM were discussed. One form stores
the location of an object in a cognitive map. As discussed in Section 3.6.4.2, this type of
memory takes a spatiotemporal context, and maps an LTM object onto a region in the
cognitive map, or a region in the cognitive map onto an individual object. We can refer
to this form of long-term memory as environment-centred object location memory.
Another form of LTM for location encodes the position of one LTM individual in relation
to the coordinate system of another object. This form of location memory can be termed
object configuration memory. As discussed in Section ??, whenever there is a shift
in spatial attention from one object to another, it can be classified as one of the ‘config-
urational’ attentional operations: ‘in’, ‘on’, ‘under’, ‘by’, and so on. Each shift is stored
in object configuration memory. This form of memory can be characterised as a function
which takes an individual spatiotemporal context, plus an LTM individual representing an
object in that context, and returns a mapping from LTM individuals to configurational
attentional operations. Thus if an agent is in a certain room on a certain day (a context
represented by C1), and is looking at a table (represented by LTM individual Table1)
and has his attention drawn to a cup resting on the table (represented by LTM individual
Cup1), the attentional shift involved would be classified as being of type ‘on’, and his
object configuration memory would learn that when attending to Table1 in context C1,
the ‘on’ attentional operation will yield Cup1, and activating Cup1 top-down will activate
the ‘on’ operation.4

4In the section where you introduce this idea, you should include discussion of how you can conduct an
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Note that both forms of LTM for object location this memory is useful in guiding our
current behaviour as well as in recalling information from the past. If we know what
spatial context we are in, and we are in a relatively unchanging environment, then object
location memory tells us about the location of objects in the current scene. If we activate
a particular individual object representation, then the object location function will specify
where in our current environment this object is (so we can re-attend to it—or more precisely,
orient to it, in the sense described in Section ??). Conversely, if we attend to a particular
location in the environment, the function will tell us what object to expect at this location.
Similarly, object configuration memory tells us about the location of objects indexed to a
currently-attended object. If we know what spatial context we are in, and what object we
are currently attending to, then object configuration memory will generate expectations
about the objects we will establish if we execute a particular attentional operation (like
‘on’ or ‘under’), or conversely, what attentional operations we have to execute if we want
to establish a particular goal individual.

17.3.3 Episode representations in WM and LTM

In Chapter 2, I proposed that an agent experiences a cup-grabbing event as a sequence.
In Chapter 3 I suggested that our working memory of a cup-grabbing event also takes
the form of a sensorimotor sequence, as too does our long-term representation of the
event. The working memory medium in which episode-representing sequences are stored
was termed the episodic buffer; it was assumed to involve an area in prefrontal cortex.
The medium in which long-term episode-representing sequences are stored was termed
episodic memory; it was assumed to involve the hippocampal system and the temporal
cortices. In this section I will summarise the way the cup-grabbing episode is represented
in working memory and long-term memory.

17.3.3.1 WM episodes

The WM representation of the cup-grabbing episode is a planned sequence of sensorimotor
operations. The first two operations are actions of attention, to the agent and the patient
respectively. Recall from Section 17.3.2.1 that each action of attention is itself stored
in WM-for-individuals as a planned attentional sequence. So the first operation in the
episode-level sensorimotor plan is the activation of an attentional sequence plan, and the
second operation is the activation of another attentional sequence plan. What we have here
is a hierarchical structure of action plans—a concept which is well established in models
of motor control. I will discuss this hierarchical structure more in Section ??.

internal search for objects by stepping through object configuration memory. Obviously you should also
say that it forms the basis of memory of locative statements like The cup is on the table.
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17.3.3.2 The structure of an LTM episode: context representations and LTM
individuals

In the model of episodic memory, there are two key ideas. One is that episodes in memory
are individuated by being linked to specific spatiotemporal contexts (see Section 3.6.2).
The other is that episodes in memory are stored ‘as sequences’ (see Section 3.7).

What does it mean to say that the cup-grabbing episode is stored ‘as a sequence’? It is
more accurate to say that the episode is stored as a set of weights in the hippocampus, which
ensure that when an appropriate cue is presented, a certain sequence of representations
is generated. For the cup-grabbing episode, the generated representations are, in turn,
a LTM individual representing the man, a LTM individual representing the cup, and a
premotor cortex assembly representing ‘grab’.

What does it mean to say that the cup-grabbing episode is linked to a particular
spatiotemporal context? Recall from Section ?? that each episode-denoting sequence is
associated with a ‘macro-context’, which when activated functions as a cue to replay the
sequence. The last item in the replayed sequence, together with the current macro-context,
triggers an update of the macro-context, to represent the spatiotemporal context resulting
from the completed event. A completed event thus moves us into a new spatiotemporal
context.

17.3.4 Summary

To review thus far: there are four different types of memory which we can refer to in our
sensorimotor model: WM-for-episodes (also known as the episodic buffer), WM-for-
individuals (also known as the medium in which object files are stored), LTM-for-
episodes (also known as episodic memory) and LTM-for-individuals (also known as
recognition memory). These different forms of memory are summarised in Table 17.1.

WM-for-individuals WM-for-episodes
also called: ‘object-file memory’ also called: ‘the episodic buffer’
form: planned SM sequences form: planned SM sequences
location: PFC(i) location: PFC(ii)
LTM-for-individuals LTM-for-episodes
also called: ‘recognition memory’ also called: ‘episodic memory’
atomic units: LTM individuals atomic units: individual spatial contexts

individual temporal contexts
relates: SM representations relates: contexts, LTM individuals, actions
location: PRc location: hippocampus/PHc

Table 17.1: The four types of memory in the sensorimotor model
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17.4 A function-based characterisation of the agent

In this section I will formally specify the operations carried out by the observer’s cognitive
system in several of the example scenarios we have considered, making reference to repre-
sentations in the sensorimotor system and in the WM and LTM systems. In Section 17.4.1
I introduce some top-level functions for establishing the observer’s current environment,
location and situation. In Section 17.4.2 I consider functions involved in categorising and
individuating objects. In Section ?? I consider reaching-to-grasp, and in Section 17.4.4 I
consider agent locomotion.

17.4.1 Top-level functions

The allocentric observer state recognition function takes the representation deliv-
ered by the scene representation perceptual modality5 and computes the allocentric
observer state, which comprises the allocentric observer location and allocentric
observer orientation (both expressed in a coordinate system centred on the scene).
Likewise, the allocentric external object state recognition function takes the scene
representation modality, the allocentric observer state, and the observer’s current body-
centred gaze direction, and returns the location in the cognitive map associated with
the object or place being attended to.

The environment recognition function takes retinal input and a representation of
the observer’s most recent LTM environment, and returns a representation of the
observer’s current LTM environment. (See Section 13.2 for details of this function.)

The WM situation recognition function establishes the observer’s WM situation.
It’s normally an update from the previous WM situation (see Section 17.8.1.2). But in
some cases there’s discontinuity, and it’s computed from basic drives (e.g. for food or
shelter), and from the current environment type (certain environments automatically put
you in certain situations).

17.4.2 Cognitive processes involved in object individuation

I assume that these processes function whenever focal visual attention is established, which
can happens several times in a cognitive routine.

The WM individual matching function takes the current most salient visual region
and activates one or more WM individuals which are currently associated with that region.
This association may be direct, or indirect, via a FINST tracking process.

The cardinality establishing function takes the current most salient visual region and
a top-down cardinality bias from active WM individuals, and returns a categorisation
spatial frequency—i.e. the frequency of the primitive visual features which are used as
input to the object categorisation function.

5It probably also takes a working memory representation of the observer’s current speed, plus a repre-
sentation of the observer’s locomotion motor command at the previous time point, to contribute a path-
integration component.
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The object categorisation function takes the current most salient visual region, a
categorisation spatial frequency and a top-down category bias from active WM individ-
uals, and returns a current object category complex. The function does not operate
until a categorisation spatial frequency has been assigned.

An object individuation function takes the current object category, the current LTM
environment, and the current location within this environment and returns an LTM in-
dividual. This individual can be an existing LTM individual (in which case we say that
this individual is recognised), or a new individual. The function thus uses a mixture of
immediate perceptual information about the object’s location and category, ‘contextual’
information about the current environment, and LTM information about the location and
perceptual properties of known individuals.

At the end of object individuation, a new WM individual is created (or an existing
WM individual’s activation is refreshed). The WM individual is associated (or reassoci-
ated) with a FINST, which tracks the individual. The FINST is the ‘result’ of the whole
individuation process.

17.4.3 Cognitive processes involved in reaching-to-grasp

Selecting a subject

The candidate next subjects function takes the current LTM environment and the
current WM situation and the current allocentric observer state, and computes a pattern
of activity over cognitive map locations, identifying interesting things to attend to as
‘subjects’ for the next episode.6 I will call this representation the candidate subjects
representation. This function combines bottom-up input about salient objects/events in
the agent’s environment, and top-down information about good objects to attend to in
the current situation. (This information originates in the WM situation, and is converted
into biases towards certain points in the cognitive map by the LTM representation of the
current location of objects in the current environment.) I also assume a WTA function
which operates on the potential next subjects representation and delivers a ‘winning’ next
subject in a separate layer, which I will call the current subject layer. An active unit in
this layer is termed the current subject. If there is no active unit, there is no current
subject.

In the case of a reach action, the subject is an agent, whether it is the observer or
a third party. But for continuity with other descriptions I will continue to use the term
‘subject’ here.

The orienting function runs in parallel with the candidate subjects function. It
delivers a bias on the saliency map towards the visual features of objects which it would be
useful to establish as subjects. It also communicates with the map of candidate subjects,
so generate preferences for the corresponding retinal locations. There is a WTA function
operating on the saliency map too. By the time a current subject has been established,

6It probably also takes the totality of motor representations evoked by reflex in the observer, which
provide additional biases towards the agent’s own location in the cognitive map.
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a winning region in the saliency map has been established; i.e. the observer is visually
attending to the subject. (If the subject is himself, I will refer to this state as attention-to-
self.) The establishment of visual attention triggers the object individuation function
described above, which returns a FINST associated with the subject, and initiates a process
which tracks the current subject throughout the remainder of the reach action. The current
WM situation is updated with a reference to this FINST.

The mode-setting function takes the current subject representation and the allo-
centric observer location, and returns one of the two action representation modes: action
execution mode (if the current subject is the observer) and action recognition mode
(if it is not).

I also assume an allocentric subject state recognition function, which returns
the allocentric location and orientation of the subject. In action execution mode, the
function copies the output of the allocentric observer state recognition function. In action
recognition mode, the function copies the output of the allocentric external object state
recognition function.

Once a subject has been selected, the bias delivered by the WM situation is altered.
Only those WM plans whose first action is consistent with the selected subject remain in
contention. The bias these WM plans now imposes relates to the second action in their
planned action sequence, since their first action has been achieved.

In summary: by the end of this stage, we have visual (or internal) attention on the
subject, we have categorised the subject and activated an appropriate LTM individual, we
have established an action representation mode, and we have established the allocentric
location and orientation of the subject.

Selecting a target

I will describe the functions in this section on the assumption that action execution mode
has been established. Specifying them fully would require each to be specified for action
recognition as well. The representations they deliver are the same in each case.

The subject is associated with a set of motor systems—units of motor control such as
the left hand/arm, the right hand/arm, the system comprising the two hands/arms, and
so on. Each of these systems has one (or more) effectors: a motor system can be thought
of as a device which brings these body parts into stable contact with a target object. Each
system is associated with a motor map of locations which its effectors can be directed
towards, and with a representation of the current motor state of its effector, derived
through proprioception and an internal forward model.

The candidate reach targets function has two components, generating bottom-up
and top-down preferences respectively.

The bottom-up reach targets function takes as input the agent-centred saliency
map (which is computed from the retinal saliency map by taking into account the subject’s
eye and head position) and returns a pattern of activity in each of the subject’s motor
maps. A motor map for a given motor system represents the objects in the subject’s
perispace, with a bias towards those which are close to its effector, and of the right size.
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(Thus a large peripheral object might be strongly represented in the motor map associated
with a bimanual motor system, but only weakly represented in the motor map for the left
and right hand/arm motor systems individually.)

The top-down candidate reach targets function is a visual search function, which
biases the saliency map towards the locations of objects which it would be beneficial for
the subject to reach for. (These objects are supplied by the revised WM situation, which
is now generating preferences for targets). It does this by two mechanisms. Firstly, it
maintains a set of search target categories, which can be matched against bottom-
up results from the object categorisation system. Secondly, it imposes a bias across the
saliency map towards the low-level visual features of desired targets, and towards points
in the map which object location memory associates with desired targets. These biases
percolate down into the motor maps. Likewise, activity in the motor maps feeds back into
the saliency map.

I assume there is a WTA function which selects the most active region across all the
motor maps. When a winning region is found, focal visual attention will also be allocated
to the associated object, allowing it to be categorised. I also assume an IOR function,
which allows serial visual search through the candidate target objects until one is found
which matches a top-down search target.

The second stage ends when a matching target is found. At this point, we have selected
a current reach target in one of the motor maps, and we have also established visual
attention on this target. In addition, we have selected the current motor system,
which is the motor system from whose map the winning target was selected. Two things
now happen. First, the object individuation function runs again, which returns a FINST
associated with the target individual. The WM situation is updated with a reference to
this FINST; any candidate WM situations which are incompatible will now cease to be
active, and any remaining biases from the WM situation will now relate to the third action
in the planned sequence. Second, we initiate a reach to the target object. The reach
motor controller function takes input from several sources. The selected motor map
is associated with a current motor state and the current reach target specifies a goal
motor state. In addition, I assume a specialised visual effector servoing function,
which provides direct information about the vector from the effector to the target. The
output of the controller function is a motor impulse moving the effector towards the target.

Selecting an action category

We have selected a motor system and a reach target, and a reach action is under way,
but we have not yet selected an action category. As described in Section 2.6.1, there are
several actions which we can perform with any given effector on a given target; open-class
verbs like grab, hit and squash are distinguished at the motor level by characteristic hand
trajectories and by characteristic configurations of the hand in relation to the target. The
selection of a motor system and a target object create an attentional environment in which
these details can be selected. Once an action category is selected, a second motor controller
begins to operate, which can be thought of as refining the reach action which is already
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under way.7

I assume there is a set of action categories associated with each motor system. Each
action category comprises (a) an effector trajectory—a sequence of biases on the actual
position of the target, (given in motor coordinates, of course), which generates an approach
with characteristic dynamics—and (b) an effector configuration, which is given in terms
of the perceived affordances of the target. The WM situation now delivers a set of top-
down biases towards specific action categories, while perceptual processes deliver bottom-
up biases.

The perceptual processes assume a selected motor system, together with focal visual
attention on the target object. Again, they involve a process of reconstruing objects
as environments at a smaller spatial scale. The target object is established as a shape:
specifically, as a set of effector affordances. There are two types of effector affordance.
Surfaces represent possible contact points; opposition spaces represent possible stable
grasps. Likewise, the effector of the selected motor system, until now construed as an
object moving through space, is now construed as a motor system in its own right. The
effector has its own set of motor systems, which I will term effector subsystems. There
are two types of effector subsystem. Contact systems apply unilateral force to a target
surface: they are associated with an orientation, a maximum force (the maximum force
which the system can apply without damage) and an optimal area to which they should
be applied. Opposition systems apply opposing forces to a pair of surfaces: they are
associated with an orientation, a maximum aperture (the maximum distance between
which opposing forces can be applied) and a maximum power (the maximum force can be
applied). Each effector system has its own effector system state and effector-centred
motor map, just as at the larger spatial scale. Each effector affordance in the target object
is represented in the motor map of each compatible effector system. In each case there is
a bias to those affordances which are compatible with the current state of the associated
effector system. Top-down biases towards certain effector preshapes also contribute to
the selection of an effector system. (For instance, a top-down desire to slap will result in
a bias towards the contact effector system associated with the open palm.) Within this
environment, an effector affordance on the target object is selected, and thereby an effector
system is selected.

The current state of the selected effector system, together with the selected effector
affordance, provide the input to an effector motor controller, which operates in parallel
with the reach motor controller. There are two outputs of this controller. One is a motor
impulse which moves the current state of the selected effector system towards the selected
effector affordance. (For an opposition system, this will involve forces which alter the
aperture of the system, and also changes to the orientation of the effector to bring the
orientation of the opposition system into line with that of the selected opposition space.
For a contact system, it will involve forces which bring the orientation of the surface in line
with the selected surface on the object.) The other is a signal which delivers an additional
sequence of biases to the location of the the target being used by the reach motor controller,

7That’s an important idea! You need to make more of it—perhaps earlier, in Chapter 2.
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to cause the effector to approach the target from an angle compatible with the selected
opposition system. (These combine with the biases due to the ‘effector trajectory’, imposed
as part of the selected action category.)

I also assume that there is a special perceptual system for providing input to the effector
motor controller, which gives direct information about the relation between the selected
effector system and the selected effector affordance. I will call this the effector system
servoing function.

The final trajectory of the effector onto the target will thus be the product of many
factors. It depends fundamentally on a representation of the actual location of the target,
computed at the previous stage, and on the impulses provided in real time by the reach
motor controller. However, it also depends on the action category selected, which delivers
perturbations to the location of the target to achieve particular types of contact. Finally,
it depends on the effector subsystem selected as the one to achieve contact with the target,
and on the particular surface or opposition space selected on the target, because these
impose their own biases on the trajectory of the effector when it approaches the target.8

The stable grasp

The combined effect of the reach and effector motor controllers is to bring the effector into
a particular kind of contact with the target object. I will assume that this is a stable grasp.

17.4.4 Cognitive processes involved in agent locomotion

Selecting a subject

The process of selecting a subject is the same as for the reach-to-grasp action—see the
previous section for details. Once a subject is selected, there is visual (or internal) atten-
tion on the subject, we have categorised the subject and activated an appropriate LTM
individual, we have established an action representation mode, and we have established
the allocentric location and orientation of the subject.

Selecting a goal allocentric location

The idea here: there’s a motor map for the locomotion motor system, which is given in
environment-centred coordinates and takes a target and a trajectory onto

The environment-centred motor controller is learned at points when the subject’s actual
location is the same as his goal location.

8These latter biases can be significant. For instance, if I’m going to slap a target object, then deciding
on the surface I want to slap has a dominant influence on the way I orient my hand, and therefore on
the trajectory my flattened hand takes towards this surface. So much so that maybe it’s best to just
have a single system, delivering a combined hand orientation and effector trajectory, and learn different
combinations individually.
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17.5 Learning sensorimotor functions

How are all the functions in the previous section learned? I suggest that the key axioms
which permit the functions to be learned are often related to certain specific attentional
contexts. In this section I will describe some of the important axioms which allow senso-
rimotor functions to be learned, and where appropriate, describe the attentional contexts
in which these axioms hold.

17.5.1 Learning the allocentric observer state recognition func-
tion

The allocentric observer state recognition function is the function which identifies the
observer’s own location and orientation in the cognitive map. This function takes as input
a perceptual representation of the boundaries of the current environment, and returns a
point in the cognitive map and a head direction (see Section ??), which is invariant over
movements of the observer through the environment, and over changes of orientation of
the observer in relation to the environment. How is this function learned? As outlined in
Section 13.2.1.2, an attractive model is given by Franzius et al. (2007), which makes use
of the constraint that allocentric representations must only change slowly from moment to
moment.9

This allocentric observer state function can be computed whenever the observer is in
experience mode. It does not matter whether the observer is performing an action himself,
or establishing an external subject. If we think in terms of the sequence of functions
involved in experiencing a reach-to-grasp action or an agent locomotion action, we can say
that the conditions needed in order to train the allocentric observer state function obtain
at the very start of this sequence, and at all points thereafter.

17.5.2 Learning the allocentric external object state recognition
function

The allocentric external object state recognition function is the function which identifies
the location of an attended-to object in the cognitive map. Franzius et al. consider this
type of learning as well. They show that under conditions in which the animal allocates
sustained focal attention to a fixed point in the environment while itself moving through the
environment, a function which is constrained to deliver a slowly changing representation
ends up returning an allocentric representation of the location of the attended object.

For our current purposes, the interesting thing to note is that there is a specific at-
tentional state in which the constraint of slow representation changes applies, namely one
in which there is sustained attention to a single external object. If the observer switches
his attention between different objects in his environment, then of course the constraint
of slowly changing representations does not apply. Note also that we have to understand

9More here, perhaps?

500



the allocentric representation of location as being the location of the currently attended
external object; in other words it is deictically specified in relation to the current focus of
attention.

Now consider again the sequence of functions involved in a reach-to-grasp action or
an agent locomotion action. Note that the attentional state needed in order to train the
external object allocentric state recognition function is established from the point when a
subject is selected for tracking in either case, and is maintained throughout all subsequent
stages. Note that switching attention to the target of a reach action does not break the
required correspondences, because the locations of targets are represented in a separate
spatial coordinate system, centred on the subject. There is no discontinuity in the location
of the subject. Likewise, switching attention to the goal of a locomotion action creates a
representation in the ‘goal location’ layer, not the ‘current location’ layer.

Given that the function which delivers the observer’s own allocentric state can be
trained from the very beginning of this sequence, we can generalise, and say that the
allocentric subject state representation function can be learned at any point after
the subject has been selected.

[I should refer to Liddle (2010) at some point in this section.]

17.5.3 Learning the object categorisation function

One important criterion for the object categorisation function is to be able to recognise the
category of an object regardless of its current orientation, distance or position in the visual
field. Wiskott and Sejnowski (2002) have shown that the constraint of slow representation
changes can also be used to establish all these forms of invariance. However, here again this
constraint only applies over a time during which there is sustained attention on a single
object; i.e. in which a single object is tracked. Here, switches in attention from an agent
to a target are important, because the same object categorisation system is deployed first
to one then the other. Moreover, recall that the category established by the classification
system depends on the spatial frequency of the primitive visual features used as its input;
changing this spatial frequency typically result in an abrupt change in category. So the
object categorisation function can be learned while there is sustained visual attention to a
single object, at a single spatial frequency.

17.5.4 Learning the functions involved in reaching

After having selected a subject, we must select a target and then select an action category.
Selecting a target initiates a relatively coarse-grained ‘reach’ motor controller, and selecting
an action category initiates a finer-grained ‘grasp’ motor controller which refines the motor
signal generated by the reach controller. If both controllers do their job, the subject will
end up achieving the desired form of contact with a target object in his perispace. I will
assume the desired form of contact is a stable grasp.

Both selecting a target and selecting an action category involve many functions. First,
there are visual functions which deliver goal representations in the various motor maps.
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These can be trained directly at the point when a stable grasp is obtained: at this point,
the function which delivers the motor map for the currently established motor system
can be trained to map the currently established visual location onto the current effector
location, and the function which delivers the map of motor affordances for the currently
established effector system can be trained to map the current object shape representation
onto the current effector system state. Next there are the servoing functions which deliver
direct representations of the difference between the current motor system or effector system
state and the corresponding goal state, and the motor controller functions which map
current and goal states onto motor signals. These can also be trained from a stable grasp
situation; but here some form of temporal credit assignment must be assumed, to permit
the discovery of sequences of control signals from perceptual representations which precede
the stable grasp state. There is also a clear order in which functions must be learned. The
coarse-grained functions which move the hand to the target must be learned first.10 The
finer-grained functions which generate a particular trajectory and hand preshape assume
a coarse-grained controller which brings the hand to the target.

17.5.5 Learning the ??? function

Talk about the point at which the subject’s goal allocentric location is the same as his
current allocentric location. That’s the point at the end of a locomotion action. Refer to
Hok et al. (2007), who have found evidence for a special mode of firing of hippocampal
cells, which reflects recognition of having arrived at the intended goal location.

17.5.6 Summary

We can model the cognitive routines involved in locomotion and in reaching-to-grasp as se-
quences of functions. At each stage, a set of functions establish a certain attentional state,
and set up a pattern of connectivity which is maintained until the end of the routine.
There are specific points within these sequences where axiomatic conditions hold which al-
low various functions to be learned. Conditions which allow the allocentric observer state
function to be learned obtain from the very start of the sequence. Conditions which allow
the allocentric subject state function to be learned obtain once a subject is selected, and
persist until the end of the sequence. Conditions which allow the visuomotor transforma-
tions, servoing functions and motor controllers for reaching-to-grasp obtain during a stable
grasp state. Conditions which allow the object classifier to be learned obtain transitorily,
while any single object is attended to at a fixed spatial scale. Conditions which allow the ??
function to learn to navigate through the current environment obtain when the subject’s
goal location is the same as his current location. (...)

10This is Tim’s MSc project.
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17.6 Updates in object location memory

The basic idea here: when you replay a SM sequence to LTM, you create a new temporal
individual, and make it the new temporal context, and switch to a new spatial context, and
then reactivate some of the participants in the event, so that they effectively get indexed
to a different spatial context (indicating that they have moved).

17.7 Links between sensorimotor and memory repre-

sentations for individuals

Sensorimotor and memory representations must be connected to one another. In this
section, I will summarise how the link is made for individuals, as outlined in Chapter ??.
I will consider the case for events in more detail in Section 17.8.

17.7.1 Attentional actions in memory contexts

When we attend to an object during sensory experience, we perform a sequence of atten-
tional operations, resulting in the evocation of a category complex in IT. The attentional
sequence which established the object will be stored as a WM individual, to support later
re-attention to the object. In addition, the category complex (together with the current
spatiotemporal context representation) may trigger the activation of a LTM individual (in
which case we say the object is recognised).

Recall that the IT category complex is a rich structure. In Section ?? I proposed that
during sensory experience it can be attended to in a variety of ways, to make different
elements of the complex explicit. Attention is implemented by the winner-take-all function
in the object category modality, which picks the ‘dominant category’. The main operation
for exploring the category complex is that BE operation described above, which inhibits
the current dominant category, and allows the properties which distinguish the object from
the prototypical instance of its dominant category to be evoked one by one.

Recall that when an object is remembered, its category complex is activated. (Remem-
bering an object involves activating a spatiotemporal context different from the current
one, and activating a particular LTM individual associated with this context. Activating
this pair of representations will evoke a category complex.) I propose that this evoked
category complex can be attended to in a variety of ways, just like a category complex
which is evoked directly by sensorimotor experience. Thus we can ‘inspect’ the properties
of a remembered individual using the same attentional devices we use to inspect an object
present before the senses. Naturally a remembered individual does not generate as rich a
sensory representation as an actual object. But I propose that the representation is rich
enough to support actions of reattention.
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17.7.2 The creation of WM individuals during retrieval

Recall that actions of reattention during sensory experience involve WM individuals. The
first time an object is attended to, a WM individual is created, to facilitate the process
of reattention to this object. How does reattention work for a recalled object? I propose
that when an LTM individual is re-activated in a memory context, a WM individual is
created and associated with this individual, just as happens during sensory experience.
Specifically, I propose that when an object is observed in a particular context, we not only
learn associations between the context, the LTM individual and its sensory representation,
but also between the LTM-individual/context pair and the WM individual associated with
the object—i.e. the attentional plan through which the object was established. When the
LTM individual is retrieved, we also retrieve this associated attentional plan into WM-for-
individuals.

This proposal solves the problem just noted above: if we want to allow actions of
reattention to remembered individuals, we must provide working memory representations
of individuals which support reattention. To do this, when we retrieve an individual from
memory, we need to create a working memory representation with an appropriate sequential
structure, to support the standard repertoire of reattending actions, so that the retrieved
sensory complex can be further investigated.

[I need to work out how this fits in with the idea of LTM group environments, which
allows LTM to remember the distinction between singular and plural entities.]

17.8 Situation representations

[I think what I’m calling ‘working memory’ representations of situations in this section I’m
now thinking of as ‘LTM’ situation representations. The current WM situation is really
a state of the LTM system, I now think. I now have a slightly different picture of the
relationship between WM and LTM, where the pattern of activity over of LTM ‘candidate’
entities is one handle on the current situation, and the ‘currently active’ LTM situation is
another handle.]

To summarise the previous section: LTM individuals are associated with complex
sensory representations, and with working memory representations. Recall from Sec-
tion 17.3.3.2 that long-term episodic memory also stores representations of each individual
‘temporal context’ experienced by the agent. In this section we turn to the question of
what sensorimotor/WM representations are associated with individual temporal contexts.
In Section 17.8.1, I will introduce the notion of a WM situation (which can also be called
a WM context), and define a situation update function, which delivers new contexts.
(The situation representation, and its associated function, are the most derived elements
of the whole model. It’s all downhill after this.) In Section 17.8.2 I will introduce the idea
that individual temporal contexts in LTM are associated with individual situations.
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17.8.1 WM situations and situation types

In the model I present here, a situation is an agent’s working memory representation of
the current moment. It can be thought of in two ways.11 Firstly, it can be thought of as
the representation which supports the agent’s decision about which action to execute next.
An agent learns what to do next by trial and error: there are various possible actions at
any given moment, and an agent must learn by experience which actions lead to positive
outcomes. The function which determines which action to perform next is ultimately
learned through reinforcement—the model of situations which I will present will provide a
framework for reinforcement learning. I am thinking about actions very broadly, to include
both substantive motor actions performed by the agent, and attentional actions executed
by the agent to locate objects in the world or to observe actions executed by other agents.
Thus, for instance, in a particular situation it might be beneficial for an agent to watch
another agent, to see if this other agent executes a particular action, or simply to find out
what this other agent does.

The second way of thinking of a situation is as a representation of the states which
currently obtain in the agent’s environment. In the model I present, these states are
specified indirectly, in terms of the actions which they afford—in other words, the actions
they make possible. There are two classes of possible action. One class concerns possible
attentional actions. For instance, the state in which there is a cup on the table will be
modelled as a possible action of (re)attention to the cup. A possible action of reattention
is a WM individual, as will be recalled from Section ??. A second class of possible actions
which define the current state of affairs concerns the events which can occur in the situation.
For instance, the state in which the agent is holding a cup can be represented indirectly by
specifying a set of possible actions which the agent can perform on the cup (namely those
actions which require that he is holding the cup); the state in which an observed external
agent has just performed an action can be modelled as a set of possible actions which this
observed agent might now perform, and which it may be beneficial for the (observing)
agent to watch.

The atomic ‘actions’ which are referred to in a situation construct are not individual
sensorimotor operations, but rather sensorimotor sequence plans—i.e. WM episodes. Re-
call from Section 3.3 that plans can compete among one another, can inhibit themselves,
and can activate other related plans. In the network I will present, the individual units
represent planned sensorimotor sequences. For concreteness, we can assume that each ac-
tion unit links to a gradient of lower-level action representations in the ‘planning layer’ of a
competitive queueing network which can execute the associated sequence. (For the agent’s
own motor actions, the first SM operation will be ‘attend-to-self’. For actions executed by
an external agent A, the first SM operation will be ‘attend-to-A’.)

I will model a situation as four banks of action units, as shown in Figure 17.3. In this
diagram, each action is represented four times, once in each bank of units, in a way which
is reminiscent of the competitive queueing model.

The chosen action is the currently dominant PFC sequence plan. Actions at this

11I also need to relate the WM situation rep to Miller and Cohen’s model of the PFC.
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Figure 17.3: The structure of a ‘situation’ representation

level compete with one another, so that only one can be strongly represented. The chosen
plan determines the agent’s current behaviour. The chosen action is selected from a bank
of possible actions, and a parallel bank of desirable actions. (The function which
combines desirability and possibility will be considered in more detail in Section ??. For
the moment, we can think of it as a function which computes the ‘expected benefits’ of
each action in the agent’s repertoire, so that the chosen action is the one with the greatest
expected benefit, perhaps chosen stochastically to enable a component of exploration.) I
will refer to the possible actions and desirable actions layers as the planning layers in
what follows.

17.8.1.1 Operations triggered by completion of the current plan

When the currently dominant plan is completed, it must be removed from the chosen action
layer, so that another plan can be established there. I assume a mechanism for recognising
that the current plan has been completed, which triggers four distinct operations. One of
these is the operation of inhibiting the action at the ‘desirable actions’ level, which is similar
to the self-inhibit circuit that operates in the competitive queueing model at the next
level down. This inhibition-of-return operation prevents the same action being executed
again.12 Another operation triggered by a successful plan is an operation of internally
rehearsing the sensorimotor sequence associated with the completed action, for the purposes
of storing it in episodic memory—as was discussed in Section 3.8.1.3. (This operation
must obviously occur before the inhibition of the associated desirable action, so that the
just-completed plan is rehearsed before it is removed from the dominant-action layer.) A
third operation triggered by a successful plan is the operation of updating the current
situation representation, to take into account the consequences of the just-completed
action. The situation update function will be described in detail in Section 17.8.1.2—
its basic effect is to update the ‘possibility’ and ‘desirability’ of each action in the agent’s
repertoire, to reflect the changes in the world brought about by the newly completed event.

12If this operation is not performed, the agent will repeatedly execute the same action. Iterated actions
can thus be modelled by selectively disabling this operation—see Section ??.
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The fourth operation is involved in learning an improved version of the situation update
function, to be used next time the agent is in a situation similar to the one he has just
encountered. The fact that the action has just been successfully accomplished in the just-
encountered situation can be used as a training instance for the function which decides
which actions are possible in which situations. It can also be used to train the function
which specifies the desirability of the current action in the current situation. I will describe
both of these operations in more detail in Section ??.)

17.8.1.2 Completed actions and situation updates

Active units in the completed actions level denote actions whose effects still have be-
havioural relevance for the agent. For instance, if the agent is in the middle of making tea,
and completes the action of boiling the kettle, the sets of possible and desirable actions
change in certain respects, as a function of the newly completed event. Thus completed
actions bring about updates to the sets of possible and desirable actions.13

The updates which are brought about are often quite complex. I will model them by
introducing a function, the situation update function, which takes the set of completed
actions onto a set of updates to the sets of possible and desirable actions.14 Thus, a new
completed action can make other actions in the agent’s repertoire more or less possible,
and more or less desirable. For instance, if the agent has completed the actions of boiling
the kettle and putting tea into the pot, the two completed action representations might
have the effect of increasing the desirability of the action of pouring the boiled water into
the pot. (Note that it does not matter which order the two prerequisite actions are carried
out in.)

The behavioural relevance of a completed action can change over time, or as a function
of subsequent events. For instance, when the agent has finished making his tea, and is
drinking it, the completed kettle-boiling and teabag-adding actions no longer drive his be-
haviour. We must therefore assume another function, which deactivates completed action
representations, and which undoes the effects they had on the planning layers. The deacti-
vation mechanism might involve decay over time (with different time periods for different
kinds of action), or something more complex, with sensitivity to the goals which actions
serve.15 The important thing is that the changes which are made in the planning layers
when the completed action becomes active are undone in measure of its deactivation, so

13I should definitely mention Brass and Haggard (2010) here. They have an idea that the experiencer
‘evaluates’ the consequences of any actions she performs, and that this evaluation (positive or negative)
makes them ‘more or less available in future situations.’ They don’t have a formal model of situations, but
the idea that a situation includes a set of evaluated potential actions is certainly implicit in their account.
(In their model, the evaluation is done in anterior insula.)

14Actually I think it’s better if the situation update function takes the chosen action, at the point when
it self-inhibits. If it takes the completed actions, it’s not clear how to update if the completed actions layer
changes only partially (which is typically how it changes).

15I have in mind something like the mechanism which knows when to expect a reward or punishment;
c.f. O’Reilly et al. Beyond the point of an expected reward, perhaps we can deactivate the states put in
place to bring about the reward.
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when it is no longer active, it no longer has any impact on these layers.
[I think some notion of nested situations might be sufficient (and more general) as a way

of dealing with completed actions. When you’re making tea, and you have boiled the kettle
you’re in a new situation, but it’s still a situation within the wider ‘making tea’ situation.
After you’ve gone through several nested situations (which are like nested environments),
and you achieve the final goal of making tea, you move out of the wide situation (making
tea) as well as out of more narrow situations. That sounds more general.]

17.8.1.3 Episodes(?) and situation types

One way of characterising a situation representation is by looking at the patterns of activity
in the possible and desirable actions layers (i.e. in the planning layers). Can these patterns
of activity be decomposed into separable components? At a rough approximation, we can
attribute the activity in these two layers to different independent sources. Some activity
relates to the currently active completed actions. Other activity relates to plans which are
currently ongoing, which provide an independent component of activation in the desirable
actions layer. Within each of these sources, there is additional structure. There may be
several completed actions which have quite independent effects on the planning layers.
Likewise, the agent may have several quite independent ongoing plans, which contribute
relatively independently to activity in the desirable actions layers.

It is useful to think about the planning layers as a representation which categorises
the current situation. Just as IT can hold several different categories for an object, and
represent these categories simultaneously, so a situation can represent several simultaneous
patterns of activity in the planning layers. Just as IT has a winner-take-all function which
identifies the dominant object category at any given time, so a situation has a function
which selects a single action as the one which drives the agent’s immediate behaviour.
Just as IT has a function for inhibiting the currently dominant category, so a situation has
a function for inhibiting the currently dominant action plan—which by default operates
when the action plan has succeeded, as described above in Section 17.8.1.1. And just as
the self-inhibit function in IT generates a new category complex, so the event of a plan
succeeding brings about a new pattern of activity in the planning layers in a situation.

Given this analogy, note that it is possible to think of individual plans in a situation
representation as associated with situation types. When a plan is under way, it is
associated with a certain pattern of activity in the desirable actions layer. When a plan
succeeds, it results in a reasonably well-defined change in the activity of the possible and
desirable actions layers. We can thus talk about the type of situation in which a certain
plan has just succeeded, and has behavioural relevance—there are certain patterns in the
planning layers which are characteristic of this type of situation. An individual situation
may be of several different types simultaneously, just as an individual object in the world
may be of several different categories.

To summarise: when a planned action succeeds, it updates the current individual situ-
ation by representing it as a situation of a certain type, in which a new distinctive pattern
of possible and desirable actions is added to the patterns already present in the planning
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layers.

17.8.2 Individual situations and episodic memory contexts

An agent always has an active situation representation in working memory. This represen-
tation is updated after every action he performs, and after every event or state he observes.
At the same time as the agent is acting and experiencing the world, he is creating a memory
representation of it. I propose that the updates of working memory situation representa-
tions are coordinated with updates of temporal context representations: each updated
situation representation is associated with a new temporal context representation in the
episodic memory system, which we can call an LTM context, or a temporal context,
or an individual context.

Recall that episodic memory involves two types of context representation: a spatial
contex and a temporal context. During experience of the world, an agent has to create
new individual temporal context representations, and associate them with the episodes he
experiences. Later, the agent can re-activate an older temporal context representation, to
re-create, or re-enact, events experienced in the past. I have not been very clear about
what a temporal context is yet. In this section I will define it in more detail.

In the model I propose, an individual temporal context, denoting a particular time
in the past, is in many respects similar to an LTM individual representation—i.e. to
our memory representation of an individual object. When a new individual situation is
established in working memory, a brand new temporal context is created, and the two
representations are linked by Hebbian associations. Later, during recall, the WM situation
can be used as a retrieval cue. If the WM situation is re-evoked as a retrieval cue, this
has the effect of reactivating the temporal context in the episodic memory system, and
of entering a mode in which events and states associated with this reactivated context
can be explored. Conversely, if the temporal context is re-activated, this has the effect of
activating the associated WM situation.

Recall that when an LTM individual is reactivated, this activates a complex of object
categories in IT and associated areas, which can be explored in different ways by different
attentional operations. I propose that when an individual temporal context is reactivated,
this activates a complete situation, with a complex structure of possible and desirable
actions, which can likewise be explored in different ways. I will look at some of the things
we can do in the remainder of this section.

17.8.2.1 Linkages between temporal contexts and episodes in episodic memory

We have already seen how LTM individuals are linked to individual temporal contexts.
How are episodes linked to contexts? The story here can be quite simple, since there is
only one episode that occurs in each context: an episode is what creates a new context.
I will assume that individual temporal contexts are directly associated with each other in
chains, so that when one is active, there is a special kind of operation roughly corresponding
to the question ‘what happened in this context?’ which activates the next context.

509



I will assume that activating a pair of adjacent context representations has a special
effect, which is to retrieve a representation of the event which caused the transition be-
tween them.16 As was described in Section 3.7, events are represented in episodic memory
as sequences of sensorimotor operations. In Section ?? I proposed that event-depicting
sensorimotor sequences are linked to spatiotemporal contexts: the idea was that activating
an individual context will directly trigger the sequence representing this event. This idea
now needs to be a little refined. I now propose that if we activate context C1, and then
execute the ‘what-happened?’ operation to activate the next context C2, this pair of context
representations will trigger the event-denoting sensorimotor sequence. I also propose that
once the sequence is completed, the original context C1 is inhibited. If we want, we can
now execute the ‘what happened?’ operation again, to generate the event that occurred in
context C2, and so on.

Recall from Sections 3.6.4 and 3.7 that the event-denoting sequence which we store
in episodic memory makes reference to LTM individuals. For instance, the sequence rep-
resenting The man grabbed a cup would first involve activation of the LTM individual
associated with the man, and then activation of the LTM individual associated with the
cup, and then activation of the premotor grab schema. Recall from Section 3.8.2.6 that this
sequence is retrieved into (episodic) working memory, which recreates a sequence plan rep-
resentation similar to the plan representation created in working memory when the event
is first experienced. Recall also that when an LTM individual is activated in an episodic
memory context, this triggers activation of an associated WM individual. The working
memory representation of the event interfaces with the working memory representations
of the individuals which the event involves, in ways which I will discuss in Section ??.

17.8.2.2 Attending to objects in memory contexts

I am not obliged to ask the ‘what happened?’ question when I evoke a memory context.
Another way I can explore the context is to execute one of the possible attentional actions
which the WM situation associated with the context permits. These actions do not update
the memory context; they simply explore it, in the same way that attentional actions can
explore the sensory representation evoked in IT by an activated LTM individual.

This proposal can be thought of as a proposal about the differences between the way
events and states are encoded in episodic memory. Events are encoded as sequences which
link two memory contexts, as just summarised. I suggest that states are encoded quite
differently, in situation representations held in working memory. Recall that an agent has
two separate ways of representing ‘the current moment’ in memory: the current moment
is represented in the episodic memory system as an individual temporal context, and in
the working memory system as an individual situation. Recall also that these two memory
representations are linked together: the new context is associated with the new individ-
ual situation. If this temporal context is subsequently reactivated, it will reactivate the

16This idea of representing an event as a pair of precondition state and consequent state is similar to the
model of ‘event nuclei’ in Moens and Steedman’s model of tense and aspect. I want to make something of
that connection eventually.

510



associated working memory situation. As discussed in Section 17.8.1, the working mem-
ory situation represents the states which currently obtain as a set of possible actions of
reattention—in other words, as a set of WM individuals. For instance, the state in which
there is a cup on the table is represented by the WM individual which supports reattention
to the cup.

To flesh out this notion of stative memory, we must also specify that whenever an agent
executes an action of attention, the updated WM situation must be re-associated with the
current episodic memory context. Each new action of attention enriches the WM situation;
and each of the enrichments must be linked to the episodic memory context, so that when
the context is retrieved, the complete situation is also reactivated.

What this means is that while episodic memory is specially configured for sequential
retrieval of the structure of events—so that they are recalled in the order in which they
happen—stative memory allows access to a wide range of states that obtain at the currently
active temporal context. The attentional actions which are executed are under the control
of the agent at the time of recall: they are not determined by events occuring at the time
of storage. This idea is at the heart of the model of questions and answers which I develop
in Section ??.

17.8.2.3 Retrieval of event sequences and the situation update function

Consider again the scenario where we reactivate a past episodic memory context C1 and
then ask what happened?, to activate the next context C2, and recall the event E which
linked the two contexts. It is interesting to consider this operation from the perspective of
working memory situations. Every episodic memory context is linked to a WM sitation:
they stand in a one-to-one relationship to each other. Given that we have a situation
associated with C1, and we have retrieved the event which takes us from C1 to C2, we
actually have a second method for evoking the situation associated with C2: we can apply
the situation update function, as we would do during actual experience. This allows us
to generate expectations about the updated situation. There are two things which follow
from this. Firstly, we don’t have to encode everything about the consequent situation in
gory detail—expectations can do a lot of the work. Secondly, anything which occurs in the
actual situation C2 which is not expected is particularly interesting, and warrants special
attention. This idea should feature in the model of coherence relations like that signalled
by but, and also in the model of how deviations from expectation are encoded in memory.

[Actually, this idea of expectations also applies during experience. Firstly, I can rely on a
mature situation update function to take lots of things for granted about the new situation
which I find myself in. Secondly, if experience ever shows me cases where the situation
update function can’t relied on, these cases are valuable for learning an improved version
of the function. (And in the meantime, their exceptions should be encoded explicitly in
episodic memory.)]

[I should say something about how the amount of new ‘situation-specific’ learning which
is done should be dependent on how predictable the situation update is. If it’s fully
predicted, no LTM change needs to be made at all. If it’s really surprising, it needs to be
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strongly encoded in LTM as an individual (sparse) situation. This probably relates to the
role of neurotransmitters like dopamine as modulators of synaptic plasticity.]

17.8.2.4 Can and should

The situation representation contains explicit representations of the actions/states which
the agent desires, and those which the agent deems possible. Recall from Chapter 5 that
we have already proposed a special method by which the agent can rehearse the plans
associated with a desired action, even if the plan has not been successfully executed. The
proposal was that the verb want denotes an operation which establishes a special mode, in
which the agent’s most desired plan is selected and rehearsed. (Before entering this mode,
the most desired plan inhibits itself, so that the agent does not read out the plan to read out
the desired plan.) The syntactic fact that want takes a nonfinite clausal complement was
then interpreted as a corollary of this combined self-inhibit-and-plan-read-out operation.

The situation representation introduced in the current sections allows us to define the
self-inhibit and plan-read-out operations more clearly. We can say that want denotes a
special operation which (i) causes the current plan to succeed straight away, triggering it
to be read out and self-inhibit; (ii) establishes a mode in which actions compete on the
basis of desirability alone, and in which the read-out operation to be triggered as soon as
an action is chosen.17

The situation representation in fact provides a framework for a number of special op-
erations of this kind. The modal verb should can be thought of as expressing something
similar to want—at least in its ‘practical’ interpretation, as a description of what is best
for the agent.18 The modal verb can can be thought of as denoting an operation of the
same kind, but one which restricts competition to the ‘possible actions’ layer.

An interesting thing about the present analysis of situations in memory is that the
agent is just as able to perform the want, should and can operations in a remembered
situation, as well as in the actual situation. So the agent can ‘explore’ actions he didn’t do,
but could have or should have done. A treatment of counterfactual possibilities like these
is essential to any treatment of modality in natural language (see e.g. Steedman’s model
of tense and aspect).

I want to talk more here about how the banks of possible and desired actions relate
nicely to the notions of accessibility in modal logic.

17It’s important that we read out the ‘I want’ plan before it’s self-inhibited. The idea is that you’re
reading out that part of the sentence before you even know how it’s going to be completed. Which might
have testable consequences.

18Should also has a ‘deontic’ interpretation, in which it describes what the agent’s ‘duty’ is. To capture
this interpretation, we can envisage another bank of units in the planning layer, which we could term
prescribed actions which encode the agent’s socially instilled responsibilities, and which provide a third
ingredient to his decision-making processes. Deontic should would then denote an operation similar to
want, but where competition is restricted to the prescribed actions layer rather than the desired actions
layer.
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17.9 Nonstandard situation updates: LTM retrieval,

conditionals and unexpected events

During normal experience, the situation update function controls the transition from one
WM situation to the next. However, there can also be more abrupt discontinuities in the
sequence of WM situations. These can occur when the agent disengages from the current
WM situation to recall a previous situation or to consider a hypothetical situation. They
can also occur when an unexpected event happens. I will consider the former cases in
Sections 17.9.1 and 17.9.2, and the latter case in Section 17.9.3.

17.9.1 Retrieving LTM situations

During an agent’s experience, a brand new LTM situation is created each time an action
is completed and a new WM situation is created. The new LTM situation is linked by
Hebbian associations to the new WM situation. In this section, I will discuss how a LTM
situation can be retrieved.

‘Retrieving a LTM situation’ involves bringing its associated WM situation back into
working memory. It involves moving into Tulving’s ‘memory mode’, where the contents
of working memory reflect a previous time, rather than current sensory experience. What
kind of memory cue is able to retrieve a LTM situation, and/or cause the activation in
working memory of a situation representation other than the one which actually obtains?
In this section I will focus on cues which are presented linguistically.

Consider the following sentence:

(17.1) When you got home, the cup was on the table.

I assume the effect of this sentence is to cause the agent to revisit an earlier situation
(having got home), and to update his representation of that situation by adding a new
fact, in the same way he would have updated it had he noticed the fact at the time. I
propose that the sentence denotes a sequence of SM operations, as usual, but that some of
the operations have a special role in constructing and issuing a cue to LTM. The operations
fall into two stages: first the accessing of the earlier LTM situation, and then the adding
of a new fact.

In the former stage, the first operation is to clear the agent’s current WM situation
representation, to create a blank slate on which a cue to LTM can be prepared. Next,
a new WM plan associated with the action ‘I get home’ is evoked as the ‘chosen action’
in the situation medium, and this action is assumed to succeed, triggering the situation
update function. We now have an unusual WM situation representation: it just represents
the consequent state of a single action. WM situation representations built during actual
experience are usually much richer than this, reflecting the many different facets of the
situations we find ourselves in. The point about this simple representation is that it can
function as a cue for retrieving a LTM situation. When the agent actually did arrive home,
he created a new LTM situation, and linked this by Hebbian association with the rich WM
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situation representation he was currently maintaining. This rich WM situation had many
components—but one of these components was the one which has just been recreated in
WM as a memory cue. If this is a strong enough component, then it will reactivate the
LTM situation. This in turn will reactivate the complete WM situation. In summary, a
partial WM situation activates an LTM situation, which in turn reactivates a complete
WM situation. The agent is now re-experiencing something like the state he was in when
he arrived home.

In the second stage, some new material is associated with this re-experienced context.
A standard idea in theories of sentence semantics is that any incoming sentence is inter-
preted as an update to a representation of ‘the current discourse context’. By default,
the current context is the context which results from processing the previous utterance in
the discourse (see e.g. Kamp and Reyle, 1993). A when-clause selects an arbitrary new
context as the current context; however, the material presented in the main clause is added
to this context in the usual way. In our model, we can assume that Hebbian associations
are created between the current LTM context (however it was established) and the WM
situation evoked by the main clause. This amounts to proposing that the when-sentence
in Example 17.1 updates the agent’s representation of the re-experienced situation in the
same way it would have been updated if he had noticed the cup on the table when he came
in.

The above account of when is very simple. Linguistic accounts of when are a good
deal more sophisticated. For one thing, the tense and aspectual type of the subordinate
clause and main clause strongly influence the nature of the relation signalled by when—
see Moens and Steedman (1987) for an accessible introduction). For another thing, the
agent may not have an existing representation of the situation presupposed by the when
clause. In this case the agent has a choice: he can trust the speaker and accommodate
the presupposed situation (see Stalnaker, 1973 and much subsequent work), or reject the
speaker’s utterance altogether. My aim here is just to describe the cognitive operations
which disengage the hearer from his current sensory context and revert to an earlier context,
or a newly created one.

17.9.2 Conditionals

The subordinating conjunction if is in some ways like when. A conditional sentence using
if establishes a new context, unrelated to the current sensory context, and associates this
new context with an action to be executed, or a conclusion to be asserted, if this context
ever occurs. An example is given below.

(17.2) If John comes in, say hello.

The main difference between if and when is that a sentence using when presupposes that
the material in its subordinate clause will occur, or has occurred, while a sentence using if
makes no such presupposition. When John comes in presupposes that John will come in;
When John came in presupposes that John came in at some point in the past.
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In my model of when, the clause introduced by when functions as a cue to episodic LTM.
This explains its presuppositional force; it accesses a situation which has been encoded in
episodic memory. (Note that episodic memory extends to scenarios which are predicted
to occur in the future—something which Tulving is at pains to emphasise in his model of
episodic memory.)

I propose that a sentence using if denotes a sequence similar to that denoted by when,
but lacking an operation of accessing LTM. The sequence has two stages, as for when. In
the first stage, the current WM situation is cleared, and the counterfactual situation is
established as the current WM situation. But there is no LTM access operation. This
means that the WM representation by itself functions as the ‘current context’. In the
second stage, the consequent of the conditional is activated as the dominant WM plan,
and Hebbian associations are created between it and the current context, just as for when.
But since these associations are all within the medium of working memory, the effect is
simply to change the agent’s strategies, rather than to assert anything new into LTM.1920

To take an example, consider Example 17.2 again. The sequence denoted by this
sentence has two stages. In the first stage, the WM situation is cleared, John comes in
is activated as the ‘chosen action’, the situation update function is executed to produce
a representation of the state which results from this action in the planning layers, and
John comes in is cleared from the chosen action layer. The planning layers function as the
‘current context’, and remain active. In the second stage, the action say hello is activated
in the chosen action layer, and Hebbian connections are made between this action and
the active situation representation in the planning layers. The effect of this is to make
it more likely that the agent performs the action Say hello in the situation which results
from having noted that John has come in.21

This account of the difference between when and if trades on the dual role of working
memory in the current model. Working memory is used both to form cues to LTM, and
to learn general action strategies. A working-memory-based model allows an interesting
account of the similarities and differences between if and when.

17.9.3 Unexpected events

Another interesting use of when is in a narrative, to introduce a surprise new development.
For instance:

(17.3) I was walking through the park when a man jumped out from behind a bush.

19You need to emphasise this point. A conditional—i.e. a general rule—denotes a connection purely
within working memory, without any reference to LTM. It is this which gives conditionals their rule-like,
or universal flavour.

20You should also note that the idea that general rules are maintained in PFC-based working memory is
fairly common currency in computational models of cognitive function—see especially Miller and O’Reilly.

21Actually, I don’t think that’s right. I prefer if in the first stage, we activate John comes in in the
‘chosen action’ layer, then in the second stage we activate Say hello in the desirable actions layer, and
learn a link between these two which will trigger a similar update after subsequent John comes in actions
are completed.
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It is hard to explain how this use of when relates to the operation of accessing LTM. My
proposal is that the link concerns the way the WM situation is updated. When I am
walking through the park, I have a representation of the current situation which supports
a particular chosen action. I assume that this action does not take up all my cognitive
resources, and that I can continue to monitor the world while I am performing the action.
During ordinary walking, I might observe several things - for instance, the presence of other
people on the footpath, the colour of their clothes, and so on. Each observation briefly
features in the ‘chosen action’ layer, and a situation update is performed. In most cases,
the situation update function is the identity function: the observation self-inhibits without
any changes to the planning layers, because it has no consequences for our behaviour.
But when the observation is important—for instance, a threatening man appearing—the
situation does change.22 The consequent state of a man jumps out from behind a tree
dominates the existing situation in the planning layers, and the agent’s subsequent actions
will be determined primarily by this state. (He might decide to avoid the man, or confront
him, and so on.) Note that the action also remains active in the ‘completed actions’
layer. This is important if later the situation returns to normal: in this case, the action is
inhibited in the completed actions layer, which has the effect of inhibiting those components
of the planning layer which relate to this action. The dominant situation remaining in the
planning layer is the one associated with walking through the park, so the agent will
continue with this action.

17.10 Hierarchical structures and hierarchical opera-

tions in situation transitions

These relate to different discourse structures, I think.

17.11 Reinforcement learning in the WM architec-

ture

17.11.1 Temporal difference learning

Refer back somewhere else?

17.11.2 The actor-critic framework

17.11.3 An implementation of an actor-critic algorithm in WM

22This situation is very similar to Braver and Cohen’s scenario of the agent’s current PFC stage being
updated. It’s a situation where an unexpected reward (or punishment) is predicted, which prompts an
update to PFC.
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Chapter 18

A new model of LTM, and its
connection to the sensorimotor
system

This is a summary of some new ideas.

18.1 A framework

• There is a system of candidate units, a system of current LTM units, and
a system of current sensorimotor units, which stand in a 1:1 relation to one
another.1

• The current LTM units are hippocampal/temporal; the candidate units are pre-
frontal. The current SM units are—? Some combination of parietal and premotor??

• There are different banks of units: individuals, environments, locations, and
(perhaps) situations.2 These tell us about ways of construing the world, rather
than directly about the world. (Because what we intuitively think of as an ‘object’
can be experienced as an individual, as an environment or even as a situation.3

• There are certain set relationships between these things.

– An environment has associations with candidate individuals, and with candidate
locations.

1The implication here: an update to the ‘current SM unit’ needn’t occur at the same time as an update
to the ‘current LTM unit’. I’ll play with the idea that they happen at different times. (Maybe when and
if tell us about updates within only one system?)

2What about property assemblies? An LTM individual links 1:1 with a property complex, which is a
set of candidate property assemblies.

3Actually I’m not quite clear about that last one.
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– An individual has a single ‘special’ association with one particular environment,
which represents it ‘when it is established as an environment’. (In fact, I think
there are some individuals which have associations with several environments—
as in the case of an agent, which when established as an individual can allow
transitions to several different alternative (motor) environments.4)

– When you activate an environmnent, you also enable a set of bidirectional asso-
ciations between individuals and locations. These are ‘object location memory’.
(At least, in one of their forms they are.)

– In the network, there will be a useful notion of overlaid distributed repre-
sentations. This is a classical neural network idea, but I want to make reference
to it. The difference should be that there are localist units (the ‘current units’)
which link to specific distributed representations, and allow a single represen-
tation from this overlaid set to be (temporarily) evoked by itself. (E.g. the
‘property complex’ layer can exist in two modes: either it’s representing a single
individual, or it’s representing a set of possible individuals, and being used to
help select one of these—after which it transits to the first mode.) (E.g. There
may be several notions of ‘the current situation’, some which come from a rep-
resentation of the current physical environment we’re in, and the objects which
are known to be in it, some which come from a representation of the seman-
tic associations of the environment, some which come from our current goals;
these all deliver independent biases on the set of salient environment-centred
locations, which are overlaid on top of one another.)

– This notion of overlaid distributed representations should also be the way we
represent whole environments, or situations: they let us compute a probability
distribution over the next action, or the next 2 actions, or the next 3 actions,
which is sufficient to suggest a single sequence of actions. At the same time, if
this sequence of actions is unsuccessful, or doesn’t bear up to sequential scrutiny
(look-ahead), we can inhibit it, and the environment/situation will deliver us
the next-best one.

• There is a notion of well-defined updates within the system. There can be different
sorts of update.

– Within the current environment, you can select the most salient individual as
the ‘current individual’.

– Within the current environment, you can use IOR to switch from the current
‘current individual’ to another one.

4There’s something here about locations within these alternative environments all competing on an
equal footing, so when you select a location, this automatically selects the environment it’s in as well. (Or
perhaps better: you select a pair of location and environment which happen to be ‘compatible’, i.e. the
former is ‘in’ the latter.
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– The current individual can be reconstrued as an environment, and become the
‘current environment’, within which there are various locations.

– We can ‘pull back’ from the current environment, to the environment which
contains it as an individual.

• Updates can happen in the SM system as well. (Actually, I suggest these updates
always happen first; see below.) An update in the SM system results in some action
and/or perception actually being done. These updates all involve the selection of a
new ‘current SM unit’—either a SM individual, or a SM environment (or both).

– These updates don’t necessarily synch up directly with LTM updates. At least,
we don’t always establish a new LTM situation. We always update the ‘current
subject place’ and ‘current subject orientation’ (environment-centred reps), and
we sometimes update ‘object location memory’ (if we happen to establish an
object). But if we attend somewhere and there’s nothing there, I suggest we
don’t update object location memory; and if we try an action and nothing comes
of it, I suggest we don’t update the LTM situation.

– I suggest that when we select a new WM situation, that basically starts a motor
action. I suggest that when that motor action reaches its consequent state, this
acts to trigger an update of the current LTM situation. Thus ‘an update of
the temporal index’ (which is what ‘events’ are supposed to produce) is in fact
a pair of updates, which are staggered, and occur one after the other.5 In the
first phase, we have a current WM situation which ‘matches’ the current LTM
situation. In this context, there’s a pressure on the WM situation to update.
(Because the LTM situation generates activity in the layers of candidate units,
which pushes us towards a different current WM situation.) So eventually, we
get a new current WM situation. Now we’re in the second phase: the current
LTM situation doesn’t match the WM situation. I suggest this means ‘an action
is taking place’. At the end of the second phase, we attain the consequent state
of the action. This is a sensory state. The end of the action is also a piece of
sensing of the world. The world is now different (because the action changed it).
So we have to update to a new LTM situation. We represent the new situation
axiomatically as ‘the situation brought about by the action’, as in the situation
calculus. This makes the new current LTM situation once again ‘match’ the
current WM situation—and we’re back to phase 1.

• I suggest that updates are to stable states of the system. But we typically need to
perform several operations to get from one stable state to another one. I’ll call these
operations intermediate operations. For instance, completing a motor action
is a ‘stable state’ in the ‘situation’ domain. But doing this requires intermediate

5This is reminiscent of Moens and Steedman’s 1988 idea that an ‘event nucleus’ has a preparatory state
as well as a consequent state—i.e. an event contains something that matches the start and something that
matches the end state of the episode it describes.
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operations—preparatory attentional actions, to set up the appropriate coordinate
systems. We can backtrack on intermediate operations if they don’t give the right
results. Another example: establishing an object is a stable state, so that’s an update
point (where the LTM system can be brought into synch with the SM system).
But establishing an object involves a few intermediate operations; attending to a
location (and finding a good salient point), categorising what you see (and getting
an informative property complex).

• There are some systems of sensorimotor units that connect to the world in an ax-
iomatic way. Units which are environments each have a sensory component, a
transformation component and a motor component. Units which are individuals
I’m not sure about.

– SM individuals. A SM individual is a combination of a salient location and a
‘clear’ property complex. (The idea is that not every location is good enough: it
has to be salient. And not any activity in the property complex is good enough:
it has to be strong enough to exceed some threshold. I.e. the individual has
to have some reasonably distinct visual property/properties.) The property
complex is just some rich distributed representation of visual properties. A
SM individual is a SM state which is sufficient to activate an LTM individual
(through ‘recognition’ or the creation of a new LTM individual). Pt: there
need to be several components to this state: minimally, location and property
complex, but also perhaps something to do with cardinality (to indicate whether
the property complex should be related to the individual directly, or to its
associated environment, if it’s a ‘group’.)6

– Top-level SM environments. The sensory component of a top-level SM
environment is an unfiltered sensory manifold: to be concrete, I’ll say it’s the
output of primary visual cortex across the whole visual field. (Obviously there
will be other modalities as well.)7 The transformation component is a function
which maps this manifold (instantaneously) to a representation of the location
of a ‘subject’ (either the observer himself or an external object attended to
as a subject) in the observer’s current environment. The motor component
comprises the system controlling the observer’s direction of gaze, and the system
controlling locomotion.8

6SM individuals relate to what I called ‘WM individuals’ in Chapter 10. WM individuals at their most
basic are associations between property complexes and locations. I was suggesting that they are ‘attentional
sequence plans’, so that when you attend to a location you know what the rest of the attentional sequence
should be; and when you activate an LTM individual top-down, you know what attentional sequence
should help perceptually establish it. I’m not sure how to read the new notion of a ‘SM individual’ as a
planned sequence. The main thing is that it should be something which can be replayed (in simulation).
One idea: the sequential component to the replayed SM operation is actually implicit in the order in which
units must become selected in the LTM system.

7Perhaps the unfiltered sensory manifold can be the saliency map. I.e. it’s not completely unfiltered;
but it is computed from the whole visual field, including the periphery.

8The observer can access information about the locations of other objects in the environment, because
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– An agent-centred environment. Assume we have an LTM individual which
happens to be an agent. If we establish this individual as an environment, what
we get is a special agent-centred environment. The sensory component of
this is a filter, which is applied to the currently active sensory manifold, to
deliver a filtered sensory manifold.9 (The filter represents something like
‘the agent’s peripheral vision’: it’s not focal attention on one thing; rather, it
‘weights’ the candidate entities in the agent’s environment.)10 Spatially, the
filter gives extra weight to salient locations which are at the fovea, within the
field of view, close to the body. The transformation component of an agent-
centred environment uses info about the agent’s eye, head and body position to
map from environment-centred coordinates to agent-centred (eye/head/body-
centred) ones. The motor component of an agent-centred environment is again
gaze direction and locomotion. (Note: while the top-level SM environment
makes use of gaze direction and locomotion, the point is that it learns to abstract
over these actions; while the agent-centred environment uses gaze direction (&
probably locomotion too) to orient the agent towards bits of the environment
which are especially interesting.)

– Focal SM environments. Each ‘location within’ an agent is a focal SM
environment. The sensory component of a focal SM environment has two parts.
Firstly there’s the agent-centred environment. Secondly, there’s a haptic system,
which delivers information directly to a specific motor system, in a coordinate
system specific to a particular focal SM environment (i.e. specific to a particular
motor system). This coordinate system is defined by the relationship between
the particular motor system in question and the location and coordinate system
of a selected object. (Now I’m talking about a single, actually selected object.)
The ‘transformation’ component of a focal SM environment maps the agent-
centred filtered sensory manifold into the coordinate system of that focal SM
environment, so that it can use distal as well as proximal/haptic information

this is stored in object location memory: some mixture of LTM and WM. This form of memory indexes
several objects to the environment as ‘candidate individuals’, and each of these activates a ‘candidate
(environment-centred) location’, so we have a gradient of candidate locations we might choose to orient
to. When we select a winning location, we do so first in the SM system, resulting in an action of attention
to this location. (Which only ‘succeeds’ if we find an actual salient bottom-up location.) Once a salient
location is found, this reinforces (‘locks in’) the associated candidate location, which changes the patterns
of activation in the other ‘candidate’ layers. In particular, it gives a much reduced shortlist of candidate
LTM individuals; namely those we expect to find at the selected location. When we then get a property
complex in IT, this further reduces the set of candidate LTM units—perhaps to a single unit—in which
case we have recognition. (It’s also possible that we need to establish the salient region as an environment
before we do classification. In this case, the candidate LTM individuals will activate their associated
environments, and then we get a template which allows recognition. Note that the SM operations are
paralleled by refinements in the active sets of candidate units right down the line.)

9Or perhaps a filtered saliency map.
10If the agent is the observer himself, this is a ‘basic’ representation of the world, that’s computed

directly. But perhaps it’s not evolutionarily basic.
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about the object. I think it also somehow maps the environment-centred LTM
information about the locations of LTM individuals into The ‘motor’ component
of a focal SM environment again has to do with an agent’s gaze system, but also
with a specific motor system of the body. The gaze system is only indirectly
relevant: we don’t have to be gazing at the selected object, but we probably will
home in on it with a saccade and/or a head movement and/or a body movement.

• An agent is always in an environment. When it comes to actions, he only has two
choices: (i) he can act ‘directly’ on the environment (by locomoting through it, or
sampling it perceptually; (ii) he can act on an object in the environment, which
involves first establishing the object as a focal SM environment, and then in this
new context acting ‘directly’. (Note that the latter option in some sense includes the
former option as a component, because you are sensing the environment when you
act on an object within it.)

• ‘Infinite recursion’ is possible within the LTM system.11 In the SM system, of course,
there are a limited number of ‘basic’ hierarchical levels, but there’s scope for changing
the way the SM system is deployed to the world, allowing for something like recursion
here too.

– In the visual system, the ‘basic’ hierarchical levels are to do with the differ-
ent spatial scales vision makes available. The broadest scale encompasses the
whole visual field, and delivers the position of the subject in the observer’s local
environment. The next scale down offers locations in this environment, which
are either individuals or sub-environments. (Individuals can be re-established
as environments as well.) Nested environments are processed recursively, by
adopting a finer spatial scale. Of course there’s a limit to how fine this scale
can be (given by the resolution of the eye). But there’s another way to increase
the scale of a location, which is simply to approach this location (a locomotion
action). So approaching the object is another way of ‘attentionally entering’ it.
(If the retinal scale becomes large enough, we will enter the object as a top-level
environment, of course, which is the result we want.)

– Connected to this—in the locomotion system, you can get from one environ-
ment into an adjacent environment. You end up with a bunch of links between
environments, which can have as many cycles as you like. At this level, spatial
LTM is just a directed graph of environments; we don’t descend arbitrarily deep
into recursion, but rather ‘pop back’ to some top level. (I think that recognition
has something to do with that. When we get into a new environment, I suggest
that all the LTM environments we aready know about are somehow fair game
as candidates to be activated.

– In the motor system, there is also in some sense a clearly fixed number of levels.
There’s an environment-centred motor system for locomotion. Then there are

11In the sense that each update operation is recursively defined.
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various different ‘agent-centred’—or more precisely, ‘effector-centred’—motor
systems for interacting with objects—for instance, for reaching with one hand,
reaching with the other hand, reaching with both hands, etc. Each of these is in
fact defined in a hybrid coordinate system, based on the relationship between
the effector and the object to be interacted with. I suggest there are exactly
two layers of hierarchy to these motor systems.12 The highest layer is concerned
with getting the effector to the object. (In reaching to grasp, this is the ‘reach’
component.) Another layer down is concerned with establishing the right kind
of contact configuration with the object. (In reaching to grasp, this is the
‘grasp’ component.) This involves establishing the object as an environment,
and then when a stable grasp is obtained, transiting back to a representation
of the motor system as an environment.13 There’s obviously a limit to the size
of objects we can manipulate, so even though any object can be recursively
defined as an environment, there’s no direct correlate for this recursion in the
domain of manipulation. But there are some interesting types of recursion in
the manipulation domain. Any object we interact with can be established as
an agent in its own right; this is the basis for causative actions, in which we do
a motor action whose effect is that some object ‘does’ another action. We can
also use tools to manipulate small objects. I expect that the notion of causative
actions will be the appropriate one to use to describe tool use.

• Functions

• Recognition

• Replay

• The picture that’s emerging is one where there’s recursive structure in how we tran-
sition from one SM state to the next, or from one LTM state to the next, but there
are also certain natural ‘stopping points’ where we simply author information into a
flat knowledge base, where all entities are represented in LTM in the same basic way.
(As localist neural assemblies, I suppose.) I suggest that these stopping points are
associated with the ends of right-branching XP sequences. These are places where
LTM information is authored. (And, not coincidentally, where SM learning occurs, I
expect.)

18.2 Domains

Environments, locations and individuals can exist in several different domains:

12At least, two that we need to worry about. I suspect that the reflex loops in the spinal cord implement
the same kind of circuit, but at a level below that accessible to language.

13I need to work this out, but the basic idea is that everything gets reversed at this point.
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• In the spatial domain, we construe environments, locations and individuals as op-
portunities to gather information about the world (passively, in a way which doesn’t
affect it).

– The things we deploy our attention to are physical locations.

– Each physical location can be established first as an object, with a property
complex, and then afterwards as an environment. There are two different kinds
of environment we can establish. One is as a semantic environment (where the
object’s individual properties compete to be ‘semantically’ attended to); the
other is a spatial environment (which contains candidate locations and objects
of its own).

– The initial actions we can do are actions of physical attention, which involve ‘di-
rections of the body’ (either to direct visual attention on a particular point, or to
touch a particular point),14 and actions of locomotion through our environment.

–

• In the temporal domain, we construe environments, locations and individuals as
opportunities to act in the world, and make changes to it.

– The things we deploy our attention to are situations.

– Each situation can be established first as a complex of ‘situation types’, and
then afterwards as an environment, which makes available various substantive
actions.

– The actions we can do are ‘substantive actions’, which affect objects in some way
(change their position or shape or both). These objects can be external objects
(in which case we’re minimally doing ‘transitive’ actions), but they can also
be ourselves—so locomotion also counts as a substantive action of the agent
on himself, and actions of physical attention, which require changes in body
position, can also be parsed as substantive actions of the agent on himself.
(Conversely, substantive actions on objects, e.g. ‘grab’, can also be interpreted
as attention-directing actions, because they provide haptic information about
the objects in question.)

–

• In the semantic domain, we construe environments, locations and individuals as
opportunities to learn about the regularities in the world, expressed as associations
between concepts

– The things we deploy our attention to are LTM units, as entities in their own
right. (Or groups of

14‘Focal attention’ probably relates to the ‘directed’ nature of these actions.
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– The actions we can do involve following associative connections between LTM
units to get into a ‘new LTM state’. (I suggest that these ‘trains of thought’ are
implicated in the processes involved in relearning/consolidating hippocampal
memories in cortex.)

– We can choose to attend to the properties of this LTM unit (a semantic environ-
ment where individual properties compete), or we can establish the LTM unit
as an environment, whereby it activates other LTM units which are ‘associated’
with it—i.e. which it has. This can be a physical possession environment—e.g.
activating the LTM individual ‘John’ as a possession environment causes the
set of LTM individuals which John has to be activated as candidate units. But
it can also be an ‘episodic memory’ environment, activating all the properties
which accrue to John as consequent states of episodes he was a participant in.
(Which explains the past participle has.)

18.3 Motor systems

• The current motor state of a motor system is a distributed representation, where
(to be simplistic) there is one unit for each degree of freedom—i.e. for each separately
controllable joint. Actually, this is a simplification. Current motor state is partly
computed from an internal forward model, that takes into account some notion of
‘motor context’, which represents current velocity (which isn’t something that can
be directly sensed15). I represent this forward model as a simple recurrent network
(SRN), which takes an efferent copy of the most recent motor command, plus the
current ‘motor context’, plus sensory inputs, and delivers a new motor context. The
idea should be that this function is parameterisable, to take into account the fact
that the dynamics of the plant can vary, e.g. depending on load, fatigue, orientation
(this is Wolpert’s idea in MOSAIC). You need to find the right point in the context
layer space—the point that progresses the context layer through the right trajectory
for the current plant dynamics.

• A goal motor state is represented using the same coordinate system—one unit for
each degree of freedom. (Therefore there’s a 1:1 connection between these banks
of units.) Goal motor states are learned when the right kind of tactile stimulus is
obtained—e.g. touch for the reach system, and a stable grasp for the grasp system.
At this point, we learn that the goal motor state just is the current motor state.

• The simplest type of control is feedback control, where we just subtract the goal
motor state from the current motor state. But again, we actually want something
a little removed from this, because this simple scheme doesn’t always work. What
we need is a control function, that takes the current motor state and the goal
motor state and generates a ‘new’ goal motor state, which is recurrently the new

15except through vision?
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input to the control function (as well as providing the value to be subtracted from
the current motor state to deliver the next motor impulse). The idea is that this
can be understood as generating a trajectory of a ‘virtual target’ which you reach
for directly using simple feedback control. The control function is also implemented
as an SRN, where the context layer is the ‘goal motor state’. The SRN can learn
multiple alternative trajectories.

• My idea is that an open-class verb tells us about a way of initialising the motor
controller SRN’s recurrent layer,16 so that it takes the target object on a particular
‘virtual trajectory’. The connections in the SRN should be trained when the appro-
priate tactile stimulus is evoked. Training involves back-propagation through time.
(Note that the object attended to at AgrP already gives us the target object as an
‘actual’ goal motor state. So we’re already ‘reaching for’ the object at AgrP, in some
sense. The open-class verb gives extra information about how we should perturb the
‘default’ goal motor state along various trajectories to achieve particular effects on
the target object.)

18.4 Representing the results of motor actions: situ-

ation updates

• There’s a connection between actions and situations. I suggest that the connection is
like this: whenever we get a reward, we know whether it’s a known kind of reward, or
a new sort. (This has to do with dopamine, which responds to unexpected rewards.)
I suggest that if the reward is a new sort, we coin a new situation unit to
represent this new state. (Which is like creating a new LTM individual.) I suggest
that when we do back-propagation through time, we use this brand new unit as the
biasing input, so we begin to learn a new trajectory within the motor controller SRN,
that’s customised towards this type of input.17 On the other hand, if the reward is
expected, it’s because a known potential reward situation has been identified, and
already selected as the current bias on the motor controller. Thus back-propagation
through time is a matter of refining, or adding to, an existing trajectory in the
system.18

• The view which emerges from the above ideas is that open-class motor verbs are rep-
resented in two ways. On the one hand, within the LTM system, they are situations:

16or perhaps of constantly biasing the whole SRN.
17We also have to index this new unit to the previous situation, so that it’s available the next time we

encounter that situation.
18This idea relates very nicely to Schultz et al.’s (1997) model of the role of dopamine’s signalling of

expected rewards, and to Braver and Cohen’s model of how control strategies are learned. (Maybe I should
be doing temporal difference learning, rather than backprop through time–but I like the idea of trajectories
you get in a recurrent network.)
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localist LTM units.19 (As such, they can be associated as individuals with all sorts of
things: e.g. with candidate LTM individuals, with other candidate situations which
are likely to be possible ‘in’ this type of situation, etc etc.) On the other hand, within
the motor system they are specific trajectories within a motor controller. The connec-
tion between these things is as described in the previous bullet point: axiomatically,
situations are rewards, and the system is set up to try and achieve rewards. When it
expects a reward, it behaves appropriately. If the expected reward is forthcoming, the
behaviour which led up to it should be reinforced (internally, as a motor programme,
and also by relating this motor programme ‘as a semantic unit’ to the situation in
which it was produced). If the agent gets an unexpected reward, it needs to treat the
behaviour that generated that reward in a special way, and create a new LTM unit
which (‘sparsely’) represents the reward state, so it can start to learn a brand new
action in its repertoire (on the motor end) and a corresponding semantic unit which
can be associated with the situation this new action occurred in. (Note: we will also
try and learn about the sensory cues in the situation which allow us to predict the
reward. So we will be learning a function which maps the sensory properties of the
action’s context situation onto the newly minted action.)

• A very good way to think about this is in terms of Braver and Cohen’s 2000 model of
PFC. The idea in their model is that when you get an unexpected reward, you gate
open a function which maps sensory information onto activity in PFC (a function
which is not otherwise allowed to operate). To start with, this function generates
random (but probably sparse!) activity in PFC: something like a ‘new unit’. I
suggest that a reward situation independently has the effect of triggering learning of
the motor controller trajectory which led up to the reward state. The point is that
this learning is done in the presence of the new PFC state. We also assume that
the LTM rep of the previous situation is made to link to the new PFC state, so that
when you get to that previous situation next time you are (more) likely to ‘adopt’ the
newly created PFC state as the new ‘current SM situation’. If this does happen, we’ll
do the same action we did last time—i.e. activate the controller trajectory which the
new PFC unit is associated with.

• Note that when a reward is unexpected, it comes at the end of the sensorimotor
sequence which generates it (which in turn is done in a certain LTM context). In
that case, the ‘new situation unit’ which fires at the reward point occurs after the
motor action (/SM sequence) which generated the reward—and axiomatically repre-
sents this sequence. When a reward is expected, the situation is different: the LTM
context activates a ‘candidate situation’ unit simply through associative connections,
in advance of any SM sequence happening. The association is strong enough that
this unit is selected as the next ‘current SM state’ unit (i.e. an SM update hap-

19Or more accurately, situation types. A genuinely individual situation is a unique moment in time,
which is associated with a complex of situation types—see discussion in Section 13.9.1. But situation types
are also individuals, represented in a localist way, I think.
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pens).20 At this point, a SM sequence occurs, step by step. If each step goes as
expected, we end up in the unconditioned reward state. At this point, there is a
small difference between the actual state reached and the state we thought we would
be in—and we tweak the associations between the selected ‘current situation’ unit
and (i) the context; (ii) the SM actions we actually carried out (which might differ
slightly from those we planned). [I expect that language tells us about the ‘tweaking’
moments rather than the ‘new creation’ moments—except perhaps for DPs. The
situations we get into are never completely new; that’s just for babies. They have
new elements, which present exploratory challenges. The actions we do are also not
new ones, though we put them together in different ways.]

18.5 Objects and situation updates

• Following on from this: note I have to say that objects are situations too. (The object
DP is the rightmost element in a transitive clause.) This is somewhat counterintu-
itive, but we can understand it in the light of the above discussion as follows. Firstly,
objects are associated axiomatically with reward, since they are things we can pick
up, hold, manipulate (all of which are special ‘stable grasp’ states which generate
particular rewards). Secondly, note that objects are perceivable (e.g. visible). If an
object is perceivable, our sensory environment contains cues to the tactile rewards
available from touching/manipulating it—and these cues also put us into the right
cognitive state to actually carry out the right kind of touching/manipulating action.21

When we touch an object:

– We create a PFC unit that in some sense tells us about the tactile niceness of
the object. (That’s the ‘new situation’.) I suggest this is what’s involved in
‘making our current arm motor state the current goal arm motor state’.

– We learn a function which maps our current visual state (and perhaps our
current gaze-to-body angle too!) to this new current goal arm motor state. (The
current goal arm motor state is obviously the training signal for this function,
so that after training, the function can generate it for itself. (There’s a clear
difference between the goal motor state which is output from the visual function,
and the actual motor state.)22

20Interesting idea: an SM update is not the same as an LTM update! One possibility is that sentences/LF
structures only encode SM updates which are ‘successful enough’ to trigger LTM updates.

21Obviously tactile stimuli are only primary reinforcers—as adults, we get no kicks from touching arbi-
trary objects! So I’m thinking first about infants.

22A nice idea—the function doesn’t map to the current PFC state—it’s not allowed to do that. It maps
to a candidate situation. (Of course, it’ll actually map to several candidate situations.) If the aggregate
activity in the candidate layer is high enough—or associated with enough dopamine, on aggregate—then
we allow a new current situation to be selected. (This is what counts as a ‘PFC update’ in Braver and
Cohen’s model.) (I reckon PFC probably holds the candidate situations as well as the current situation.)

528



I suggest that the first of these steps (‘make the current state the goal state!’) is
basically the same as the operation of ‘creating a new current LTM situation unit’
described above. But note that this ‘situation’ is only one component of a stable
grasp situation. The arm is doing the right thing, in some sense; but the fingers
aren’t. It could be better! Because there’s more reward to be had. When we grasp
a cup, we do a sequence of things, which are nested inside one another. (Attend to
agent, attend to cup, grasp.) The tactile state doesn’t just cause the most recent one
of these to be reinforced.

• I suggest that the second step above is what does the initial training of the vi-
sual classification system. Not exactly sure how, though. I can see how it trains
‘affordance-based’ visual object representations in parietal cortex. (Especially the
useful saliency map/‘location’ representations.) But not how it enables learning of
arbitrary semantic categories in inferotemporal cortex. That must involve more com-
plex associations with reward, I guess. (The fact that objects can be used in certain
motor programmes to achieve higher goals.)

• Note the PFC unit described above only tells us about the actual touch moment
if the touch sensation is unexpected. For an adult, all touch sensations associated
with objects are entirely expected, so all the PFC units activate purely on visual
cues. (Whe we actually grab an object, we’ll get exactly the touch sensations we
predict. Which sounds related to DP-movement in a trans. clause.) At this point
it seems like we don’t actually need to touch every object we see any more. We
switch visual attention from one object to another, looking for good opportunities
to activate routines which involve particular kinds of touches on particular kinds of
object. I suggest that a transitive cup-grabbing sentence tells us about a scenario
where we have found one of these routines: having noticed a cup, we find a good
match with the ‘grab’ routine, which is the best way we can find to achieve rewards
in the current situation. Because there’s an actual reward, the sentence is ‘relevant’
somehow. (I suggest that relevant sentences describe genuine reward situations. Not
only do we spot that a reward situation is ‘worth trying’, and therefore execute a SM
sequence; we also find that this sequence does indeed have its intended result. That’s
what’s worth (i) doing some SM learning about; (ii) registering in LTM—which is a
very similar thing—and hence that’s the kind of thing that a sentence can describe.)

18.6 A note about coordinate systems

• We have saliency maps in several different coordinate systems: environment-centred,
retina-centred, head-centred, body-centred. (And then all the motor maps.)

• Each of these maps has two layers: a layer of current locations and a layer of
candidate locations.
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• The ‘candidate locations’ maps represent ‘the current environment’ in some sense.
The ‘current location’ map represents a focally attended location.

• I suggest that there are transformation functions which map bidirectionally between
maps, using information about the observer’s current attentional state, thus:

– A pair of functions map between the environment-centred and retina-centred
saliency maps, using the environment-centred current observer position and
current observer gaze direction. (One function maps between the ‘candi-
date locations’ maps and another very similar one maps between the ‘current
locations’ maps.)

– A similar pair of functions map between the retina-centred and head-centred
saliency maps, using current eye position (in relation to head).

– A similar pair of functions map between the head-centred and body-centred
saliency maps, using current head position (in relation to body).

– Similar pairs of functions map between the body-centred map and the various
different motor maps, using current motor state in each system).

• The transformation functions are learned by ‘slow feature learning’: axiomatically,
the invariant representations should not tend to change from one moment to the
next, when the observer executes an arbitrary attentional action (e.g. an eye/head
movement, a body rotation or a translation in the environment). The WTA links
within each pair of maps help this learning. The difference between two successive
invariant maps is treated as an error term, which the function learns to minimise.

• Once the transformation functions are good enough, this difference is also used to
abductively infer the nature of ‘attentional actions’ like eye movements. For a given
attentional action, we consult the saliency map which is supposed to be stable over
this kind of action. If there is a difference between our predictions about this map
and the actual map, we can infer that our attentional action was actually different
from the one we thought we made. This is the origin of some of the plasticity in the
sensorimotor system.

• Important idea: selection of a current location is the thing that allows us to activate
a single LTM individual (i.e. to update the ‘current LTM individual’). Just making
‘attentional actions’ like eye/head/body movements doesn’t select a location. It just
biases our competition towards certain parts of our current environment. Selection of
a current location is completely different. It can be initiated by bottom-up saliency, or
by a strongly-active candidate LTM individual. In order to establish an individual,
we need to find a ‘real’ salient retinal location, and we need to activate a ‘sufficiently
good’ property complex in IT. When that happens, we either trigger an existing LTM
individual whose location and properties are a close enough match (‘recognition’), or
if this doesn’t happen, we activate a new LTM individual. In either case, we have
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an update in the current LTM individual. (Note that this update only occurs after
some SM experience. A winning SM location will have been selected. Then a spat.
frequency will have been selected, and a property complex will have been activated.
This sequence will be facilitated by changes in the pattern of activity in the LTM
units, which can often start off representing a bunch of overlaid attentional plans,
and will end up strongly suggesting one particular plan (if we’re about to recognise a
particular LTM individual). My idea is that once we have ‘established’ a new LTM
individual, there’s a process whereby the (stored) SM operations we have taken to
bring this about are written into LTM (a process which involves bringing about a
sequence of LTM updates or transitions).

• Having selected a current location, there are quite likely to be attentional actions
which respond to this. For instance, if we select a peripheral retinal location as the
current location, we will (probably) make an eye movement to foveate this location,
and we may then make a head movement to centre the eye in the head, and we may
then make a body movement, to have the body pointing in the same direction as the
head. But we don’t have to do these things.

18.7 DPs and semantic memory

• In semantic memory, there is also the notion of an environment. A pure semantic
environment is a state of LTM where activating a property assembly is sufficient to
activate an individual. This individual will be the individual which has that property
assembly. Of course, it could be a group individual. My idea is that the account of
quantification I give in Chapter 12.6) is an account of this kind of environment.

• Agents can also function as semantic environments. The semantic environment of an
agent is the set of objects it possesses.

• There are also hybrid environments. For instance, a location in the world has physical
contents, but also semantic associations. If I’m representing a particular ‘current
location’ as my current environment, and there’s a particular (token) dog associated
with this environment, then the semantic activation of a generic ‘dog’ category will
(or may) be enough to trigger activation of the token dog. Certainly that’s the path of
least resistance. Of course, if I’m experiencing the world, I will evoke a dog property
complex—something much richer than a simple dog prototype. If I do this, there
are various possibilities. If the property complex matches that of the unique dog
associated with this environment, then the category ‘dog’ has the expected effect, in
retrieving the expected LTM individual (showing that the semantic associations of
the environment are working as expected). I suggest that this underlies the ‘LTM’
concept of definiteness: we would describe this scenario using the DP THE dog. (In
other words: definiteness is all about the LTM and perceptual machinery supporting
object recognition.) But in other situations, our expectations aren’t matched, and we
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attend to a dog whose property complex does not match that of the dog associated
with the environment. In this case, we must activate a different LTM dog individual
instead. This might be an existing individual, or a new one. I suggest that the
determiner a describes the case where it’s new. If it’s a known individual, I suggest
there’s a mismatch between our physical and environment representations: we need to
tweak the semantic associations of the physical environment. I suggest that possessive
determiners describe this process. For instance, say we notice John’s dog in my
house, where it’s not expected. This is a surprise, and as a consequence, we need to
associate my house with the semantic environment created by activating ‘John’ (the
LTM individual).

• The notion of ‘recognition’ just mentioned is analogous to the ‘triggering of a new
situation’ in Section 18.1. The idea is that activation of a ‘new current LTM individ-
ual’ (whether its an existing one or a newly-created one) is due on the one hand to
a sensorimotor (attentional) sequence, which steps through various stages and ends
up evoking a particular sensory manifold, and on the other to transitive associations
within the system of candidate units, which link forward from the current LTM state
but also backward from the new manifold. The set of units which become active
will do so because they mutually support one another. My idea is that once they
become active, we enter a new phase where the active sensorimotor units support
a step-by-step update of the current LTM state, until a new state is created. The
operation of activating the new LTM individual is the pivot between the two phases.
I suggest that the sensory manifold evoked at the ‘end’ of the sensorimotor sequence
(which will include a location, relative spatial frequency and property complex) is
somehow one component of the state in which the new current LTM individual ac-
tivates. (Maybe the relationship between these two components is captured by the
relationship between a ‘syntactic position’ and the XP which ‘occupies’ that posi-
tion.)23

• The tracking processes that happen during sensorimotor experience provide a bridge
between the ‘current’ and ‘next’ LTM states (which are discrete in nature—there’s a
discrete update operation which takes us from one LTM state to the next). LTM in-
dividuals are associated with tracked locations, which can change their values during
the course of sensorimotor experience. At the start of SM experience, the binding of
a location to an LTM individual is done through ‘recognition’—i.e. through a combi-
nation of SM state (bottom-up) and transitive associations within the ‘current units’
layers (top-down). At the end of SM experience—probably within the DP system—
a new static location is associated with the same LTM individual, in the updated

23Another aspect of the ‘pivot’ is the set of ‘current’ SM units. I think these represent ‘sensorimotor
working memory’—something like ‘the current WM episode’. As I discuss in Chapter 3, a WM episode
can be forward-looking, in the sense that it generates a sequence of SM actions, in the manner of a plan,
but also backward-looking, in that it retains a representation of a SM sequence that has just occured. Its
backward-looking nature allows it to serve as the representation which supports simulated replay of SM
sequences.
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situation/environment. This ensures the spatiotemporal continuity of objects, as we
conceive them. (This idea relates pretty well to the model of the relationship between
object and episode representations in Section 11.3.)

• The fact that the subject is tracked, together with the fact that XPs describe a
replayed SM experience after tracking is complete, means that the SM component of
IP-max (the Wiskott function, which evokes the environment-centred location of the
subject) is able to tell us about the new location of the tracked subject immediately.
(The location at which the subject was recognised at the start of the SM experience,
and associated with an LTM individual, is no longer available. But the identity of
the LTM individual is still available.)

18.8 Non-SM operation and pseudorehearsal

I like the idea that we can also get something analogous to ‘SM experience’ just by putting
LTM into a random state and seeing what update the LTM network finds for itself. I
suggest we can learn from this kind of ‘experience’ in just the same way, by making tweaks
to the network’s weights. This is a neat paradigm for pseudorehearsal.

18.9 Interpretation of X-bar syntax

• The ‘current discourse context’ is...

• XP—-the maximal projection—is...

• The X head is...

• The XP max. projection tells us about (i) a sensory medium; and (ii) a function,
which maps representations in this medium onto some more derived LTM represen-
tation. (e.g. IP tells us about the raw visual manifold, but also about the Wiskott
function, which maps this manifold onto a point in an environment-centred coor-
dinate system.) I suggest that the [Comp,X] of this XP continues to denote this
function.

• I suggest that the YP which occupies [Comp,X] position denotes a function which
takes its own source of raw sensory data onto a sensorimotor representation in a
coordinate system specific to YP.

• I suggest that the ‘slot-filler’ relationship (something like binding) between [Comp,X]
position and the YP which occupies this position denotes a separate transformation
function which takes the output of the function denoted by XP, and returns values
which are somehow constrained to be the same as / consistent with the values re-
turned by the YP function. (This constraint drives the learning of the transformation
function.)
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• ‘[Spec,XP]’ (the position) is...

• ‘[Comp,X]’ (the position) is...

• The YP that occupies [Spec,XP] is...

• The ZP that occupies [Comp, X] is...

• A complete (single) XP structure can be understood as saying something both about
an individual, and about that individual’s environment.

• Every XP tells us about an operation which gets us into a particular motor envi-
ronment.

• Following on from this: different types of head contribute different sorts of information
in their own right.

– IP says ‘we’re in the top-level environment’.

– VP says ‘use the current motor environment’. (A particular V head just says
what ‘mode’ it’s used in.)

– AgrP says ‘refine the current motor environment, by choosing a focal SM envi-
ronment’.

– PP says (first approximation): ‘we’re establishing the current object as an en-
vironment’.

– DP says (first approximation): ‘here’s what’s going on in the LTM object rep-
resentation system’.

• In a right-branching sequence of XPs, there’s some idea that the first XP starts
a tracking operation, which persists through the operations described by the other
XPs. The tracking operation drives changes to the observer’s motor system—for
instance, smooth tracking eye/head movements—and it survives other changes—e.g.
the locomotion or rotation of the observer (or observed objects) in the environment.
I suggest that the ‘tracking’ motor movements create transitory motor states which
provide an additional input to the ‘transformation function’ for this XP (described
above).

• A domain of head movement is..

• There’s some connection between the top and the bottom of a right-branching chain
of XPs.

• I suggest that the top—and bottom—of a right-branching chain of XPs somehow
both tell us about (i) the activation of a new LTM unit through ‘recognition’, which
will eventually lead to a new ‘sparse’ ‘fact’ being written to hippocampal/temporal
LTM; and (ii) a piece of SM learning being done.
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• Case-assigning positions are...

• Movement to Case-assigning positions describes the following constraint in the net-
work:...

• The tweaks made by sensorimotor learning are manifest in syntax in the following
constraint:...

• The possibility of (left-)recursion in syntax reflects the following fact about the net-
work:...

• In an IP describing an episode there’s a right-branching sequence of XPs, each of
which has a DP at its Specifier. We’re moving from one action-related context to
another. At each point, we also deploy focal attention.

• I quite like the idea that [Spec,XP] tells us about something that happens ‘in the
middle’ of a discrete update of LTM. Getting from one ‘stable’ LTM situation to
another involves going through a few ‘intermediate operations’ (see above), reaching
states which are not stable in themselves. I like the idea that these intermediate stages
do in fact describe stable, complete updates in some other domain. Thus, for instance,
attending to and establishing an object (an agent or a target) doesn’t in itself update
the situation. It gets us ‘part-way’ towards such an update. However, in the stative
system, which registers LTM individuals and their location / semantic associations
with the current environment, establishing an object is a complete update operation.
(It has its own incomplete stages, which are represented by its own right-branching
XP structure.)24

24And perhaps some of these stages can in turn be complete ‘proposition-like’ things—which would
introduce the possibility of embedded sentences.
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Chapter 19

Relationship of the theory to existing
work

If the ideas described in this work are on the right track, then there are clear consequences
both for research in the Minimalist tradition, and for research in sensorimotor modelling.
Put simply, if there is a relationship between the theories developed in these two different
areas, then research in one area can be used to inform research in the other. The discovery
of new aspects of the sensorimotor system can drive the generation of hypotheses about cor-
responding elements of a Minimalist syntactic model. Conversely, the postulation of a new
syntactic projection, on the strength of linguistic argumentation, can drive the formulation
of hypotheses about the sensorimotor role of the hypothesised projection. Arguments can
begin to draw equally on linguistic and sensorimotor data, and components of the model
which can be motivated from both types of data will be strongly supported. In fact, the
arguments developed in Chapter ?? have precisely this form. It is thus to be hoped that a
rapprochement will occur between theoretical linguists and sensorimotor modellers, with
researchers gaining knowledge in both of these fields.

There are also implications of the present work to other approaches to language study.
Most directly, there are many other theorists who have proposed a relationship between
linguistic structure and cognitive structure. In Section 19.1, I discuss the main proposals
in this area, and the relationship of these proposals to the current work. In Section 19.2,
I consider the relation of the current work to work in constructivist models of syntax.
Section 19.3 considers work in sentence processing models (both parsing and generation).
Section 19.5 discusses issues related to the localisation of language-specific processes in
the brain; Section 19.6 discusses relations with research into language development, and
Section 19.8 discusses relations with research in the formal semantics of natural language.
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19.1 Related work in cognitive linguistics

19.1.1 The Arbib-Rizzolatti model

Rizzolatti and Arbib (1998), and Arbib (2005). The focus on mirror neurons is a little
different in these papers.

For me, the importance of mirror neurons is mainly in allowing a mapping between
heard words and spoken words (c.f. Section ??).

19.1.2 Ullman’s model

Ullman (2004) is very relevant. Ullman has compiled a detailed catalogue of evidence from
neuroimaging and disorder studies to suggest that the neural mechanisms underlying gram-
mar are related to those underlying procedural memory, and that the neural mechanisms
underlying the lexicon are related to those underlying declarative memory. I have focussed
more on grammar than on the lexicon in my model, but in each case, these are exactly the
predictions which I would make.

Ullman’s declarative/procedural model paints quite a broad-brush picture of a disct-
inction between lexical and syntactic knowledge/processing. My model can be thought of
as providing additional detail to the model, particularly as regards syntactic processing,
but it is certainly very compatible with it.

19.1.3 Hurford’s model

Hurford (2003) is about correspondences between cognitive processes in perception and
natural language semantics. But Hurford doesn’t want to postulate similar correspondences
relating to syntax. My model, on the other hand, looks for a sensorimotor basis for natural
language syntax as well as semantics.

19.1.4 Dominey’s model

There are a number of similarities between the model presented here and that given by
Dominey (1997; see also Dominey et al., 2003). (. . . )

19.1.5 Calvin and Bickerton’s model

Calvin and Bickerton (2000). This is the only model which seeks to give an interpretation
of specific neural mechanisms in terms of transformational grammar. Indeed, Calvin and
Bickerton’s syntactic model is a simplified version of Minimalism, just as mine is.

19.1.6 Corballis’ model

Corballis (2002).
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19.1.7 Feldman/Narayanan’s models

The L0/NTL task is very similar. The notion of ‘executable’ models as semantic represen-
tations is the same. Their syntactic models are quite different.

19.1.8 Cognitive linguistics models

Osgood (1971), Givón (2002) and others.

19.2 Related work in empiricist approaches to syntax

Here include all the work on constructivism and empiricist approaches to syntactic theory.

19.2.1 Recurrent networks in sentence processing

Firstly, people working within the simple recurrent network paradigm, who analyse sen-
tences as Markov processes: Elman (1990; 1995), Christiansen and Chater (1999) and so
on.

19.2.2 Construction grammars

Secondly, people working with variants on construction-based grammars: Goldberg (1995),
Jackendoff (2002), Tomasello (2003).

19.2.3 Statistical linguistics

Thirdly, mention current computational work in statistical natural language processing:
Abney (1996). Here again, there is work exploring pure Markovian models of sentence
structure (especially in part-of-speech tagging and n-gram-based models of lexical seman-
tics) as well as in hybrid symbolic/statistical models: see e.g. Collins (1996), and much
subsequent work.

19.2.4 The principles-and-parameters paradigm

Finally, we must not forget that traditional generative grammar foresees a role for empirical
tuning of the constraints provided by universal grammar. As is well known, the Chomskyan
model of language is one of ‘principles and parameters’, where principles are constraints
on the possible structure of languages which are specified biologically, and parameters
are constraints which are established through exposure to the speech of others in the
learner’s language community. The main difference between generative grammar and work
in constructivist linguistics is one of emphasis: Chomskyan linguists have traditionally
been concerned with identifying parameters as theorists, rather than with the learning
architectures which would allow them to be identified automatically.
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19.2.5 Summary

In summary, there is a good consensus that any grammar needs to include reference to
a statistical mechanism for learning regularities in the input speech stream. The more
extreme empiricist theories hold that knowledge of language is acquired by a very general-
purpose statistical learning engine, so that the structures in mature language are due almost
entirely to statistical regularities in the language a child is exposed to. Less extreme views
suggest that a core universal set of language-specific principles are tuned by a statistical
component which takes the speech stream as input. The theory I have presented is of
this latter type. It includes some elements which are present at birth (though many of
the mechanisms which in generative grammar are assumed to be language-specific are in
my model given a general sensorimotor role). But it also includes a statistical component
which can be expected to deliver the same kinds of collocation-based structures as SRNs,
construction grammars, or statistical context-free grammars.

Also mention a link to people working on theories of the cultural evolution of language:
e.g. Kirby. The empirically learned component of any language is subject to cultural
evolution, in the kind of ways described by Kirby and others.

19.3 Related work in sentence parsing and generation

Here include more on incremental interpretation. See review by Crocker. Talk about Spivey
et al. (2002)—this fits nicely with the idea that interpreting a DP involves accessing
the object file associated with that DP. For generation, refer to Bock and Griffin, who
find attention to an object just before the DP referring to it is generated; the action of
attention is assumed to help prepare the referring expression. Note that there’s nothing
strictly analogous to these eye movements when the picture is actually observed. I think
we have to assume that during sentence generation, eye movements are controlled by the
same circuits that control verbal activity, rather than by the regular ‘action understanding’
circuitry, which is slightly different.

Also mention in passing dynamic syntax: Kempson and Gabbay.

19.4 Related work in neuroscience

19.4.1 Damasio’s account of second-order narratives

The model introduced in Damasio (1999) has quite a lot in common with the model I’m
putting forward. Damasio is very big on the idea that sentences report cognitive episodes,
and that these episodes are extended in time, and are composed of sequences of mental
events and processes.
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19.5 Related work in brain localisation

I have mentioned various possibilities for the localisation of elements of the sensorimotor
model developed here (see e.g. Sections ?? and ??). However, we have not considered the
important question of whereabouts in the brain the language-specific components of the
model are found.

In general, my model predicts that there will be two language-related areas: one for
storing the mental lexicon, and one for linking word sequences to sensorimotor sequences.
The hypothesis that language involves these two separate mechanisms is as old as the hills;
traditionally, a frontal region called Broca’s area is associated with syntactic knowledge
and processing, while a region in the left superior temporal gyrus called Wernicke’s area is
associated with knowledge of the semantics of individual words. Damage to these two areas
is traditionally held to result in selective impairment of syntax and semantics respectively;
see e.g. Damasio and Damasio, 1992; Pinker (1994 for recent versions of this claim. In
recent years an alternative hypothesis has arisen, contending that words and syntactic rules
emerge from the operations of a single neural structure (see e.g. Bates and MacWhinney,
1989; Seidenberg, 1997). While the debate about the role of Broca’s and Wernicke’s areas
is far from resolved, it is clear that my model adopts a fairly traditional view of these two
areas. There is certainly plenty of recent evidence to support this traditional view; see for
instance Ullman et al. (2005).

Saygin et al. (2004) have found that aphasic patients tend to have deficits in non-
linguistic action comprehension, but that the severity of the aphasia and of the action
comprehension deficit are not strongly correlated. . .

19.5.1 The mental lexicon and left temporal-parietal structures

19.5.2 Broca’s area and sensorimotor sequencing

Cite Greenfield (1991) (cited in Dominey et al (2003)) for evidence that in children under
2, Broca’s area represents sensorimotor as well as linguistic sequencing.. Lots of other
citations from Dominey needed here too.

Cite Müller and Basho (2004) for the idea that left prefrontal cortex is not just spe-
cialised for language, but is also activated by sensorimotor and working memory processes.
Müller and Basho propose that during language acquisition, the left PFC learns mappings
between these nonlinguistic representations and linguistic ones. (I think.)

19.5.3 The cerebellum, motor learning and inflectional morphol-
ogy

It is well known that the cerebellum is involved in motor (or ‘procedural’) learning (see
e.g. Molinari et al, 1997). In the last ten years or so, it has been found that the cerebellum
is also involved in a range of more cognitive functions, particularly to do with language
and phonological short-term memory (Silveri and Misciagna, 2000). Cerebellar damage
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appears to cause certain fairly mild but characteristic linguistic deficits, in particular a va-
riety of agrammatism in which subjects tend to leave off verb inflections when generating
sentences (Silveri et al., 1994; Justus, 2004) and a failure to diagnose ill-formed sentences
due to agreement mismatches (Justus, 2004). In my sensorimotor model of syntactic rep-
resentations, the process of generating verbal inflections is related to the process of motor
learning, generating fairly bold predictions about co-occurrences of deficits in these two
apparently unrelated abilities. The recent findings which suggest that these two processes
share a neural substrate are therefore quite interesting.

19.6 Related work in developmental linguistics

Include discussion of the role of joint attention, and the importance of recognising inten-
tionality: Baldwin, Tomasello.

19.7 Related work in models of memory

Recall that the next-state function of the sensorimotor sequencing model is intended to be
an abstract description of episodic memory formation in the hippocampus. The basic idea
is that the hippocampus stores memories of (salient) sensorimotor sequences. The theory
of hippocampal function which I am assuming is that of Lisman and Otmakhova (2001), in
which the hippocampus uses theta cycle phase precession to store information about the
expected sequence of sensory states.

The closest model to the account of episodic memory given in this book is Shastri’s
model of hippocampal function (Shastri, 2001; 2002. This model also sees semantic repre-
sentations of sentences stored in hippocampal episodic memory traces, and it also makes
use of the theta cycle. The main difference is that in Shastri’s model, there is an explicit
representation of thematic roles: at each individual phase in the theta cycle, a ‘thematic
role unit’ such as ‘agent’, ‘patient’ etc is active, concurrently with the cortical representa-
tion of the object which has the associated thematic role. For instance, to represent the
semantics of The man chased the dog, ‘agent’ might fire with ‘man’ at phase offset 1 and
‘patient’ might fire with ‘dog’ at phase offset 2, while ‘chase’ would fire at all phase offsets.
Shastri’s model thus offers a temporal synchrony solution to the problem of binding object
representations to thematic roles. In my account, ‘man’ and ‘dog’ also fire at different off-
sets in the theta cycle, but their thematic roles are represented implicitly, by their position
in the sensorimotor sequence; ‘man’ would fire first, and ‘dog’ would fire next, indicating
that these two entities are agent and patient respectively. In both models, there is a no-
tion of binding by temporal synchrony, but in my model, it is used to represent something
which is inherently sequential, namely a sensorimotor sequence, while in Shastri’s it is an
essentially arbitrary solution to the problem of representing multiple role-value bindings in
what is at heart a non-dynamic event representation. My model affords a reasonably clear
story about how the hippocampus could evolve to encode event representations from an
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initial state in which (as in the rat) it merely encodes sequences of predicted sensory states.
It is harder to understand how Shastri-style event representations could have emerged from
such an initial state.

Shastri’s model may encounter difficulties representing the semantics of sentences with
nested relative clauses, given that the number of thematic role bindings is constrained by
the number of phase offsets in the theta cycle (thought to be around 7). His model is also
less transparently linked to a sensorimotor model of event perception. It is not clear how
Shastri’s explicitly declarative thematic role representations such as ‘agent’ and ‘patient’
are computed from perception, and there is not as yet any good evidence that the brain
ever stores such declarative representations.

19.8 Related work in formal semantics

Here include reference to dynamic semantics: Heim (1982), Kamp and Reyle (1993). Also
work in dynamic logic more generally: e.g. Muskens et al. (1997).
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