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‘ TLost in Search Results

RESULTS

o G;;tfgcck”m? = Too many for a query

% = Convey little
O information about their
- relevance to the query

Challenge: How do users
choose the URLSs to click on?
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| Clicking Decisions

Statistical NLP / corpus-based computational linguistics resources
An annotated list of resources in this field and the allied discipline of statistical natural
lanyuage processing, Cornara, tools, literature and other ...

|| U R LS m |g ht hel p whirrs-nlp.stanford eduflinks/statnlp. htrnl - 6k - Cached - Similar pages
n T|t|e represents Foundations of Statistical Natural Language Processing

ompanion web site for the book, published by ress, June

the page Conte S nlp. stanford. eduffsnlps - 7k - Cached - Similar pages
- TeXt frag mentS Foundations of Statistical Natural Language Pracessing

. ) Promational Web Site for the Book, published by MIT Press, May 1999
g IVG a g | | mpse to nlp.stanford. eduffznlp/prome/ - Bk - Cached - Similar pages
the page’s content Statlstlcal Natural Language Processing Models and Methods (CS775
pproaches have revolutionized the way NLP is done. Furthermare, some of these
approaches can be employed in other applications, ..
fcsfff:fzumspMm—ﬂk—Lacneu— R

Ling 684 02 Class, W 2002
1 . 1 Natural Language Processing, ... Thursday 1/10 Statistical
S ni p p et " A Set Of Contlg uous [HTL for Explorer anly - sorry) ...
brew/795M7 - 15k - Cached - Similar pages
text extracted from a page
. . . cessing - Wikipedia the free encyclopedia
u S | ng Statlstl Cal m eth Od S ge processing uses stochastic, probabilistic and statistical
the difiiculties discussed above, ...
| language_processing - 42k - B Jul 2007 - Cached - Similar pages
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| Snippet Selection

Statistical Natural Language Processing

This web-based course in statistical natural language processing is meant to provide the
basic matenial for a distance leaming course, although some local ...

wnings i v, sefusersiivetteaching/statnlps - 3k - Cached - Similar pages

Vaxjo, Schesl ot bla 3

Seheel of Wathematics and Systems Engneenng

Unlvers]ty Vasjo Uiversicy

Web Course

arse in stanstical nanaral Ianguage processing is meank te prewide the basc matenal for a distance leamang cowrse, although son i

2 A e durtory reading course with lrchare notes, sides, exervises, and pointers b the Berature
= Projecte A set of student projects, of varmng size and complesaty, means to gve the sadents practical espenence and deepen thew understanding of &
methods m stawstical MLP

# Toolz and resources. An ventory of avallatle tools and rezources for statistical ILE, to be urped in carrying out the project wark.
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‘ The Role of Snippets

= Snippets do not really help the users decide
on which URLSs to click?

WHY NOT?
= Not obviously related to the query intention
= Marginally informative of the pages’ content

m Lack coherence, incomplete text | ANY IDEAS?

1. Select query-relevant snippets
2. Rely on text semantics

3. Examine coherence

4. Examine expressiveness

5. Ask users

Question: Can we improve the
contribution of snippets in the
decision making process?
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Motivation for our Study

Design a sound model for snippet selection based
on semantics

11 Query Disambiguation 23 Query processing A Snippet creation
b) Senses = : Querdy -
S?ele{:tion Semiautomatic  Senkks Query SnippetQuery
— Query Expansion Matching
a} Disambiguation par arms & senses
Ik L
N -
L Top-N documents Query Caddidate Usefu
| ltems padsapes Snippets
a) Query '] Y
Terms TR Passage Snippet
Ratrieval Selection evaluation
erms
- L 4)Snippet gvaluation |
7 Usefu & contextualizec
Docomman S”'E‘_’e_l\s
and Snippets ,“-
Index {\ . }
g
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‘ Our Contribution

Hypothesis

= Semantic processing of both the query and the
guery-relevant pages will give better snippets

=m Semantically-selected snippets will help the users
make clicking decisions

Our contribution:
Designed a method that selects Expressive and Coherent
snippets by accounting for their Usefulness to the
query intention
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| Towards Useful Snippets

Procedure
Given a query and a set of relevant pages
(1) disambiguate the query intention

(2) select candidate snippets based on
their semantic similarity to the query

(3) keep query-useful snippets

(4) evaluate snippets’ coherence and
expressiveness

(5) return best-matching snippet
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| Identifying the Query Intention

Semi-automatic Query Sense Disambiguation: jaguar
= Map query keywords to WordNet -

= Process the top N (N=20) returned pages and .........----""
map their content terms to WordNet “*%::00

car

= Take query matching-senses that have a - !
semantic relation to the pages’ content terms .., _amma) teplia.. g Juunjcar UV
senses o
o Display them to the user jaguar ¢ cow snake".. jaguar
= Ask the user select the query sense that best -------
describes the query intention /
N

S;: Vehicle brand of which The 1932-1940 SS models except 4-cyl.
Are classic cars.

L. A large spotted feline of tropical America similar to the leoparcd;
in some classifications considered a member of the genus Feli
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| Towards Query-Relevant Snippets

Query and Page semantic processing: k
= Expand query terms with their WordNet qu e Tf/IDF (tj, p)

synonyms Relevance (g, p) = —=

n
= Find all appearances of query terms in s . ZTf/ IDF (t;, p)
the page’s text =

= Define windq .. terms in snippet 1 that relate to at least one term in
guery items | n: total number of terms in
: number of ¢ terms to which the snippet term {, relates (query relevant
terms)
: number of terms in the query (query size)
importance of term (_ in p as determined by their cosine similarity

= Compute[i¢ VSM

between auery
and candidate snippet terms 2* depth (ILCS)(iK))

Similarity (qi, Sk) = depth (i) + depth (k)

’ Based on the Wu and Palmer similarity metric J‘

I Least Common Subsumer L
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| Selecting Query-Useful Snippets

Query-snippet semantic correlation values weighted by the score of
relation type (r) quantifies the quality of the selected passage

=

m n
Quality(s, q) = — jm Z{Z[Similarity(q j,sk) . RelationlWeight(r)I
=1 k=1

Based on the findings of || Synonymy: 1, Hyper/Hyponymy: 0.5, Mero/Holonymy: 0.4
Song et al., 2004 (CICLing)

between snippet and query
to the query intention

Combining and
terms derives the snippet’s

Terminological Overlap l

|
Usefulness (S,q) =Relevance (g, S)pQuality (S,q)]

T Avg. semantic similarity l
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Evaluating Selected Snippet

m Task I: Measuring Coherence
m Task II: Measuring Expressiveness

Coherence: indicates the degree of in-snippet semantic
correlation and is useful in selecting the URLSs to click on

Expressiveness: indicates the degree of semantic
correlation between snippet and remaining text terms
and is useful in focusing retrieval to useful text fragments
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Evaluating Selected Snippet (2)

: semantic similarity that snippet
terms exhibit to each other, as determined in WordNet

1 n Wu and Palmer metric |
Coherence(S;) = o Z arg rr\1Na < Wi, Wj)

i,j=1 J

: semantic similarity that snippet and
remaining text terms exhibit to each other

Expressiveness (S, , (D - 51)) =|Usefulness (S;, (D - S, )

Product of: (i) Terminological Overlap ( ) between snippet terms and
terms in the remaining document (D-S;) and (ii) Avg.
between snippet and remaining document terms, weighted by the Relation(r) type.
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| Experimental Study: Goals

= Examine performance of our semantically-driven
shippet selection model

Compared the performance of our model to the performance
of the statistical passage retrieval algorithm

= Examine influence of semantically-derived
snippets on user decisions

Carried out a who
were asked to make click decisions based on a number of
different snippets offered for the same queries and pages
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| Experimental Setup

» Dataset: NPL collection

30 experimental queries

10,737 query-relevant documents

Every NPL document approximates the snippet size (~23 terms)
NPL queries vary in size between 2 and 9 words

(]

0O 0 O

s Getting Started

o Semi-automatic annotation of queries with an appropriate
WordNet sense

o Semantic annotation of all document content terms

o Computation of semantic similarity values between query
and document terms
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| Experimental Setup (2)

= Merge NPL documents into a single text (virtual
document)

= Issue queries and select snippets

= Comparison of snippets selected by the TF/IDF
statistical model to the snippets selected by our
semantically-driven model and the snippets
selected by their combination

= Evaluation metric: interpolated 11-point
Precision-Recall curves
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NPL PRECISION-RECALL CURVE (INTERPOLATED RESULTS)
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| Experimental Results (2)

top 10 results

The combination of statistical and semantic criteria for snippet selection
yields a 3.5% improvement

Precision Recall Difference

4 - Precision_Recall_Difference
3,51
3 4
2,5 .
) Considering the Web where users never reach

beyond R-point 10 and where data is semi-
structured, our approach might be of help to the
users

154
14

9/8/2007

SIGIR-2007-FOCUS

Improvement is non-negligible considering that NPL is a well-structured,
balanced and small data collection

Human Survey

USER | Baseline Query Semantic Text-
Usefulness | Coherence | Expressiveness
Recruited 15 users and used the NPL |1 5| | B2 9 8
dataset to select snippets based on: |2 9 17 8 5
= Baseline Alicante algorithm 431 g 1; ; 13
= Usefulness metric 5 8 13 7 5
= Semantic Coherence metric 6 uj— 5 6
= Expressiveness metric l 3 15 i J
8 14 14 4 3
9 9 9 10 7
Which of the displayed snippets do you /10 1 15 5 6
think will direct you to a doc can ||11 Al = 9 6
successfully answer theZquery intention? ||12 7 15 1 8
l 13 5 10 11 9
14 9[- 18 6 8
Queries were disambiguated and their 15 6 12 7 5

selected senses were displayed

Users prefer Query-Relevant Snippets

]

Semantically-derived snippets are
valued higher

‘ Conclusions

= New approach for query-centric snippet selection

= Evaluation models for measuring snippet
coherence and expressiveness

m Extensive experimentation will help us define the
contribution of every metric in the snippet selection
process

= A novel technique towards personalized passage
retrieval algorithms
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‘ Thank You®©

QUESTIONS?
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