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Outline of the talk

1. Background: the Kaitito dialogue system.

2. The problem of unknown words, and some current ap-
proaches to solving it.
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Architecture of the dialogue system
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Two approaches to unknown words:




Word-authoring dialogues

A dialogue application allows some interesting on-line
methods for dealing with unknown words: the system can
simply ask the user about the unknown word.




Word-authoring dialogues

A dialogue application allows some interesting on-line
methods for dealing with unknown words: the system can
simply ask the user about the unknown word.

We need a word-authoring dialogue which is




Knight (1996): unknown word syntax

Knight proposes embedding an unknown word in
example syntactic contexts to determine its syntactic

properties.

U: John is hungry.




Knight (1996): unknown word syntax

Knight proposes embedding an unknown word in
example syntactic contexts to determine its syntactic

properties.

U: John is hungry.




Knight (1996): unknown word syntax

Knight proposes embedding an unknown word in
example syntactic contexts to determine its syntactic

properties.

U: John is hungry.

) 3 ) J)




Knight (1996): unknown word semantics

Knight proposes two methods for determining an
unknown word's semantics. Firstly via questions to
situate a word In an existing type hierarchy:

U: John is hungry.




Knight (1996): unknown word semantics

Knight proposes two methods for determining an
unknown word's semantics. Firstly via questions to
situate a word In an existing type hierarchy:

U: John is hungry.




Knight (1996): unknown word semantics

Knight proposes two methods for determining an
unknown word's semantics. Firstly via questions to
situate a word In an existing type hierarchy:

U: John is hungry.

) )




Knight (1996): unknown word semantics

A second approach to asking about a word’'s meaning is
via a paraphrase test:

U: John is hungry.




Knight (1996): unknown word semantics

A second approach to asking about a word’'s meaning is
via a paraphrase test:

U: John is hungry.

S: Can you paraphrase that?




Knight (1996): unknown word semantics

A second approach to asking about a word’'s meaning is
via a paraphrase test:

U: John is hungry.

S: Can you paraphrase that?




Knight (1996): unknown word semantics

A second approach to asking about a word’'s meaning is
via a paraphrase test:

U: John is hungry.

S: Can you paraphrase that?




Deriving syntactic information from context

The sentence in which an unknown word appears provides
lots of information about its syntactic properties.




Deriving syntactic information from context

The sentence in which an unknown word appears provides
lots of information about its syntactic properties.

Some useful assumptions:

e [ he word is of a syntactic type known to the grammar.




Deriving syntactic information from context

The sentence in which an unknown word appears provides
lots of information about its syntactic properties.

Some useful assumptions:

e The word is of a syntactic type known to the grammar.




Barg & Walther (1998)

Barg & Walther develop a system for processing
monologues, in which the set of candidate types for each
unknown word Is open to constant revision.

e The first occurrence of the word creates a set of hypo-
theses.




Barg & Walther (1998)

Formulating hypotheses is complicated by the presence of
syntactic features.

e Generalisable features: can have different values in
different contexts. E.g. gender for child.




Fouvry (2003)

Fouvry adapts Barg & Walther's algorithm. He notes a
useful simplification:

e There's a trend in unification-based grammars towards
getting rid of features, by compiling them into the
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Proposal (1): using test suites to generate
questions

The sentences in the grammar’s test suite can be used
to generate good word-authoring questions.

e All wide-coverage grammars nowadays come with a
purpose-built test suite.




Proposal (2): multiple unknown words

In a dialogue context, we can get around the problems
raised by multiple unknown words by asking the user
some simple questions.

e For consecutive unknown words: Are these two words
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Proposal (4): multilingual paraphrases for
word semantics

Once the unknown word’s syntactic type is established:

e We give it a 'null” semantics, then parse the original
sentence and derive its semantics.
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Its semantics.




Creating test sentences from the test suite

We preprocess the test suite offline to produce a set of
test items. A test item has the following fields:

e A sentence from which one ‘target word’ has been
extracted.
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can derive the following test items:

e How _ was Abrams, <adj,nil>, {adjective,adverb}

e How happy was _, <pn,nil>, {pn,dayoftheweek,. .. }
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Evaluating the set of test items

For each lexical type t, we can compute:

3. The number of negatively indistinguishable word
types for t:
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Questioning strategies

If the unknown word is morphologically unambiguous, we
generate multiple choice questions, as follows:

e Pick the commonest type from the set of hypotheses.

e Select the test item for this type whose associated types
has the smallest intersection with the hypothesis types.




Questioning strategies

For unknown words with morphological ambiguity,
yes-no questions are generated about the validity of

single sentences.

Finally, if the test suite simply fails to provide sentences
which distinguish between some of the candidate types,
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A multi-lexeme, multi-lingual example

U: the albatross chases the yelloweyed penguin

S: I do not understand the words ALBATROSS, YELLOWEYED,
PENGUIN.
Is YELLOWEYED PENGUIN one word 7

U: yes

S5: Could you provide me an example sentence with the
unknown word ’ALBATROSS’ using words I know 7
U: the albatross eats




A multi-lexeme, multi-lingual example

0 wn

Is ’he showed her an albatross’ a correct sentence 7

yes
Which of these words is most like your word 7
1. ’sec’, ’counter narcotics’, ’paycheck’

2. ’school’, ’black’, ’distance’

3. ’delivery’, ’record’, ’treatment’

4. ’specification’, ’subscriber’, ’deviation’
1




A multi-lexeme, multi-lingual example

S5: Which of these phrases illustrates the correct use
of YELLOWEYED PENGUIN 7
1. the yelloweyed penguins of the projects are
trustworthy
2. mr yelloweyed penguin browne is the manager

3. browne was hired on january yelloweyed penguin
1984

4. there are five yelloweyed penguin in the room




A multi-lexeme, multi-lingual example

S:

n

Which of these words is most like your word 7

1. ’sec’, ’counter narcotics’, ’paycheck’

2. ’school’, ’black’, ’distance’

3. ’delivery’, ’record’, ’treatment’

4. ’specification’, ’subscriber’, ’deviation’

1

What is the translation of ’the albatross chases the
yelloweyed penguin’ in Maori.



For more on Te Kaitito, see

http://tutoko.otago.ac.nz:8080/teKaitito/




