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Abstract

This paper describesan animated corversa-
tional agent called Kare' which integratesa talk-
ing headinterfacewith a linguistically motivated
human-mabhine dialogue system. The agent has
a range of norverbal behavios, which involve
a mixture of madine vision, computeranima-
tion and natural language processingecdniques.
Thesystens architectuie couplesheagent’'s non-
verbal communicativeprocessesvery tightly to
its modelof verbal interaction. We discusssev-
eral consequencesf this architecture, in particu-
lar the ability to usedifferentnon-verbaldialogue
mangementsignalswhenspeakingdifferent lan-

guages.

1 Dialogue Management for Ani-

mated Conversational Agents

Overthelastfew years,computationalinguists
have becomenterestedn usinganimatedcorver-
sationalagentsas an interface mediumwith the
user Someof this interestcentersaroundlip syn-
chronizationin speectsynthesig17, 6, 13]. Other
researcherbave developedagentsvhich usenon-
verbalmethodsto realizeaspectof the informa-
tion structureandsemanticof sentencef, 5, 9].
Finally, a large numberof researchersire inter
estedn developingagentswhich participaten di-
aloguesThetheoreticaframevorkswhicharede-

1Pronouncedisin Frenchcarré. Te Karetaois Maori for
‘puppet’. Theshorteneare is alsoa termof endearment.

velopedfor theseagentsarebasedaroundmodels
of face-to-fceinteraction,andfocuson the non-
verbal expressionof turn-taking signals, signals
accompaying dialogueacts and signalshelping
to corvey propositionainformation[3], modelsof
deixis [15] and of gesture[1], combiningfacial
expressionf differing functions[18], andemo-
tional expressiorandconcealmenf7].

In this paperwe describehow a dialogueman-
agementsystem originally designedpurely for
written text was extendedto control the beha-
ior of an animatedcorversationalagent. The di-
alogue systemis called Te Kaitito? [14, 8]: it
supportscorversationwith the userin either En-
glish or Maori, in simple knowledge-authoring
andinformation-seekinglialogues.The animated
agentis called TalkingHead[13]: it is designed
specificallyto producespeech-synchronizeani-
mation, and it is capableof animatingmultiple
charactersisingmultiple languages.

Our projectto link thesetwo systemshashigh-
lighted two main points. Firstly, we are inter
estedto what extent the model of discourseand
dialogue developedfor the purely linguistic ap-
plication would sufiice to generatethe animated
agentsnorverbalbehavior. Thisissueis discussed
in Section2. Secondly Te Kaitito cancorversein
two differentlanguages:sspealersof Englishand
Maoriusedifferentnorverbalcorventionsandthe
animatedagentmust be able to reproducethese
differences. Thesedifferencesare discussedn
Section3. Sectior4 describe®urimplementation
with someresultspresentedn Section5.

2TeKaitito is Maori for ‘the composer’ or ‘the improviser'.



2 Architecture for the Conversational
Agent

Te Kaitito is a collection of natural lan-
guageprocessingNLP) resourcesor Englishand
Maori. The systemis designedo includea mod-
ule for all of the majortasksinvolvedin theinter
pretationand generationof linguistic utterances,
including sentenceparsing and disambiguation,
anaphoraand presuppositioresolution,dialogue
managementand the planningand generationof
single-or multiple-sentenceesponses-or ouran-
imatedagentwe ervisageanarchitecturen which
Te Kaitito passeshe talking headall the relevant
verbal information it needsat key pointsin this
processingbothduringinterpretatiorof theusers
utterance during dialoguemanagementand dur-
ing responsgenerationWe areinterestedo know
what information the talking headmight needin
additionto thesemessagefom Te Kaitito.

Therearethreekinds of informationrelevantto
nonlinguisticsignalscomputeday Te Kaitito:

e Incoming dialogue act. When the user
gives Kare an utteranceto process,Kare
hasto establishwhat dialogue act the user
is executing. For example, from the con-
versationin Figure 1, Kare recognizesthe
following incoming dialogueacts: ASSERT
(lines 1,3,11,13,15,17,and 19), YES/NO-
QUESTION (lines 5, 7, and 9), and wH-
QUESTION (lines21,23,and25). Thesystem
also recognizeserrors and generatesappro-
priateresponsef lines4 and6. Therecog-
nition of a particulardialogueact, or the reg-
isteringof aparticularinterpretatiorerror, are
likely to have reflexesin norverbalbehaior.

e Context updatesresultingfrom anincoming
dialogueact. For instanceyvhena QUESTION
is receved,the systems representatioof the
dialoguecontet is updatedwith a new goal
to answetrthis question.Again, theseupdates
could have reflexesin norverbalbehaior.

e Responsestructure. This is the message
with which the systemrespondgo the user
It is morethanjust a pieceof text; it is alin-
guistic object—essentiallya pieceof syntac-
tic structure.In Te Kaitito, the structurecon-
tainstheresponsalialogueact thisutterance
constitutes the languagethe utterances in,
andits information structure (which parts
are given and which bits are new, roughly
speaking).For the corversationin Figurel,

1 User. A big dogchasedablackcat
2 Kare: Okay - ana

3 User. Thepimplebarked

4 Kare: Thatmakesno senseo me

5 User. Did theaardwark bark

6 Kare: | don't know. - kaoreaui te pakumohio
7 User. Did thecatchasehedog

8 Kare: No - kao

9 User. Did thedogchasehecat
10Kare: Yes- ae

11 User. A blackdogwasin agarden
12 Kare: Okay - ana

13 User. Thedogbarked

14 Kare: Okay - ana

15User. A blackdogwasin agarden
16Kare: Okay - ana

17 User. Thedogate

18 Kare: Whichone?- ko tehea

19 User. Thebig dogate

20Kare: Okay - ana

21 User. Whatdid thedogchase

22 Kare: Which one?- ko tehea

23 User. Whatdid thebig dogchase
24 Kare: It wasthecat- nate ngeru
25User. Whatchasedhecat

26 Kare: It wasthebig dog- nate kuri nui

Figure 1. An example conversation
with Kare. The responses from Kare
are given here in both English and
Maori. However, during a conversa-
tion the system responds in one lan-
guage at atime, but that langua ge can
be changed during the conversation.

the responsealialogueact is one of the fol-
lowing: ACKNOWLEDGE (lines 2, 12, 14,
16, and 20), YES-ANSWER (line 10), NO-
ANSWER (line 8), WH-ANSWER (lines24 and
26), and CLARIFICATION-QUESTION (lines
18, 20, and 22). The responsealialogueact
will clearly be importantfor the norverbal
signalswhich accompay the speech.Infor-
mation structureis importantto specify the
prosodyandthe associatedhorverbalsignals
of thesynthesizedpeech.

What control doesthe animatedagentneedapart
from thesesource®f information?Certainlythere
are inputs which would be requiredif the agent
was operatingin an ervironmentin which tasks
otherthan face-to-Acecommunicationwere per

formed(thekind of environmentghatSTEVE[19]

andRea[3] operaten). But we arethinking about
purely communicatve, norverbaloperations.We



believe that the linguistic information Te Kaitito
alreadygeneratesgsjustoutlined,comprisesnost
of theinformationthetalking headneeds.
However, there are additionallow-level chan-
nels of face-to-Aceinteractionwhich we believe
run on a completelydifferentloop: for instance,
posturalcongruencg20], or congruencef facial
expression. Another plausibleindependenthan-
nel is one wherebyan agentsignalsto the other
that (s)heis still actively involvedin the corver-
sation. This involves orienting roughly towards
the interlocutor In otherwords, the talking head
needgo keeptrackof theusers position. Notethat
theoperatiorof this‘userfinding’ systendoesnot
meanthatthe headhasto be gazingat the userat
all times;thisis preciselyoneof the thingswhich
will beunderthe controlof theverbalsystem.

3 Cultur e-specific Dialogue Conven-
tions

Thereare somevery clear differencesn non-
verbal communicationcorventions betweenEn-
glish and Maori (and other Polynesianianguages
for thatmatter). Thesehave beenextensively doc-
umentedanecdotally and are well known asthe
sourceof cross-culturalcommunicationdifficul-
ties. In awide-rangingsuney, MetgeandKinloch
[16] describeseveraldifferencesn non-verbaldia-
loguecues.Wewill discusghreesuchdifferences.

3.1 Nonverbal Signalsfor Agreementand
Disagreement

Firstly, Polynesiarspealersemploy somedis-
tinctive signalsfor agreementdisagreemenand
acknavledgment. “[Polynesians]recognisethe
nod and headsha& asyesandno, but commonly
useotherindicators: an upward movementof the
headand/or eyebravs for yesand an unrespon-
sive stare—straighaheadr down at thefeet—for
no. Theseare easily misread[by EuropearNew
Zealanders].[16]

The eyebrov flash for yes or for acknawl-
edgmentdialogueacts, is indeedfrequently mis-
read. Eibl-Eibesfeldt[11] and Grammeret al.
[12] confirm that this norverbalsignalhasa very
wide rangeof discourseand interpersonamean-
ingsacrossculturesthroughoutheworld.

3.2 Verbal/Nonverbal Overloading

It is sometimegpossibleto corvey a message
bothverballyandnorverbally. For instanceto an-

sweryesin English,a spealer can eithernod, or
sayyes or overload, by doingboth. However, the
choiceasto which mediumto useis alsosubject
to cultural differences.“[EuropeanNew Zealan-
ders]usuallysayyesandno, reinforcingthewords
with anodor ashale of thehead.They accepthe
words without the action, but regard the actions
without the words as inadequateand rude except
in situationsof intimagy. Maori and Samoan®on
the otherhandfrequentlydispensevith the verbal
formsandrely on gestureonly without consider
ing thisrude.” [16].

3.3 Eye Contactfor Managing Dialogue

For Americanand British Englishthe patterns
of spealer and hearergazein dialogueare well
known [10]. Whenthe spealer is talking, (s)he
looks at the hearer intermittently; when (s)he
wishesto cedethecorversationafloor, (s)hegazes
atthehearemoreconsistently Thelistenergazes
moreat the spealer, especiallywhen(s)hewishes
to gainthe floor. However, “Maori and Samoans
considerit (...) impolite to look directly at oth-
erswhentalking to them. They saythatit tendsto
put the two concernednto a relationshipof con-
flict and confrontation. (...) So they resttheir
gazeelsavhere,slightly to oneside, on the floor,
ceiling or distanthorizon,or they evenclosetheir
eyesaltogether [16].

3.4 A Function for Nonverbal Signals

Fromthe abose obsenations,it makessenseo
think of the appropriatenorverbal signalsfor an
agentto generatasafunctionof (atleast)thelan-
guagebeingusedandthe dialogueact beingper
formed. The following table describesa simple
function approximatingMetge and Kinloch’s ob-
senations,and demonstratinghe dependencef
the agents languageof interactionon norverbal
signals.

Dialogact | Lang. | Action
Yes English | Nod.
Maori | Eyebrav flash.
No English | Shale head.
Maori | Shalehead/loolkatfeet.
Speaking | English | Make eye contact.
Maori | Avoid eye contact.
Accept English | Nod and/or‘okay’.
assertion | Maori | Eyebrav flashor ‘ana’.
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Figure 2. Overview of Kare.

4 KareOverview

Kareis ourimplementatiorof a corversational
agentfor humancomputeiinteractionusingthear-
chitectureof Figure?2.

The systemreactsto spolen discourseusing
standaragpeechiecognitiontechniquesCurrently
we useCMU Sphinx2[21] in our systemandwe
only recognizeEnglish. However, Maori and En-
glish canbe input via the keyboard. The speech
is corvertedto text andsentto Te Kaitito for pro-
cessing.Te Kaitito first determineghe type of di-
alogueact (question,assertionacknavliedgment,
...) andinformstheld module. Theld interfaces
thevariouspartsof the systemgogetherandgives
Kareit's personality The Id sendsary appropri-
ate responseto TalkingHead,such as furrowing
the brows and looking off in spaceif a question
is asled. This is donefor both Maori and En-
glish. Althoughthereis a culturalreasorto pause
to collectone’sthoughtsn Maori, andthe gesture
of looking away may indicateto the listenerthat
thespealeris concentratingn finding theanswey
herewe usethe gestureto hide the delayin the
systemfor processing.

The Id and Te Kaitito exchangeinformation

thatwill guideTe Kaitito in generatingaresponse.

It will alsoeventually useits personalityto help
Te Kaitito choosebetweerpossibleresponsesTe
Kaitito thenproducesanappropriataesponsefor
instancethe answerto a posedquestion. The re-
sponsas in theform of markeduptext thatis sent
to TalkingHeadfor rendering. Note that the text
may containonly norverbalcommunication.

The Id controlsthe agentat a low-level per
forming tasks such as blinking and eye gaze.
Betweencorversationactstheseactionsare per
formed by the Id without consulting Te Kaitito,
andtheir purposés to give life to theagent.Dur-

ing cornversationacts,however, theseactionsmay
beoverriddenor synchronizedvith norverbalges-
turesor speech.For instance blinks occurauto-
matically to keepthe eye moist, but canbe con-
trolled consciouslywhen staringintently to shov
interestin the spealer's words or synchronized
with the beginningof wordsduringspeechSome-
times eye gazeis controlleddirectly by the dia-
loguemanagerfor instancevhenforcing eye con-
tactor avoiding eye contact.At othertimes,theld
controlsthe eyesdirectly, suchaswhenthe agent
shalesits headthe eyesmay remainfocusedon a
spotduringthe headshale.

The Id usesvision techniquedo determinethe
location of the headof the interlocutor/humarto
control eye gaze. We usea consumeigradeweb-
camto take animagefrom the computers view-
point andwe usethe methodof Viola and Jones
[22] to locatefacesin thatimage. This involves
training a cascadeof AdaBoostclassifiersfrom
a setof positive and negative images. The tech-
nigueis appealingoecauset runsin real-timeon
standardPC hardware, and works well in an un-
controlledervironment. The performanceof the
facedetectohasbeenpromising,andinitial exper
imentsindicatethatwe canachieve afalsepositive
rateof betweer).4% to 0.1% while maintaininga
detectiorrateof greatethan95%. Thefalseposi-
tiverateis still toohigh for excellentperformance,
but it shouldbe adequatdor our applicationunder
theright conditions.

TalkingHead [13] is a multi-lingual text-to-
audiovisual-speeclsystemthatwe useto embody
Kare. TalkingHeadtakesthe text from the Dia-
logueManagerandproducedip-synchronizedni-
mation. Theaudiois producedisingFestival [2], a
freely available,generalmulti-lingual speectsyn-
thesissystem. Facial expressionsare generated
from markuptagsin theinputtext (suchas(nod),



Figure 3. Kare speaking in a)
Maori and b) English. Notice how
eye contact is avoided by the system
while conversing in Maori, but main-
tained while speaking English.

(blink), etc.), which are associatedvith wordsor

phrases. TalkingHeadwas designedfor speech
synchronizationand thus has highly deformable
lips and tongue,andis deformedparametrically
We have modified TalkingHeadto producefacial

expressionaisingthe eyesandeyebrows.

5 Results

Kare is able to have a corversation(seeFig-
ure 1) with a user albeit with a limited vocalu-
lary. It comprehendsvhat the usertells it, and
it is able to answerquestionsaboutinformation
theuserhasgivenit. Kare keepstrack of the user
with inexpensie hardwareandis capableof face-
to-face communication. Figure 3 containssnap-
shotsof Kare speaking. When speakingEnglish,
eye contactis maintainedwith the listener How-
ever, whenspeakingMaori, Kare avoids eye con-
tact so asnot to display aggression.Eye contact
is avoided by looking down, looking up, or even
closingtheeyes;a choicemadeby theld.

Figure 4 shonvs Kare during affirmative
responseto aquestion.While speakingvaorithe

eyebravs areraisedto signify a positive response.

While speakingenglishKarewill nodits head.

Figure 5 shavs negative responseso a ques-
tion. For English,the headshalessideto sideto
corvey ano. For Maori, the systemstochastically
choosedetweena headshale andlooking down-
ward. For Maori, the gesturesnay alsobeaccom-
panieda vocalized'kao’, sothatthe negative re-
sponsés lesslikely to be missed.

Figure 4. Kare giving affirmative re-
sponses in a) Maori and b) English. In
Maori, the eyebrows are raised, while
in English a nod is given.

Figure 5. Kare giving a negative re-
sponse in a) Maori and b) English.
The system speaks ‘no’ while shaking
its head for English. But in Maori the
system chooses to look down while
vocalizing ‘kao’.

6 Summary

Te Kaitito was designedstrictly for text input
and output, but becauseof its architectureit is
quite capableof generatingnorverbalbehaior for
an animatedcorversationalgent. The generated
nornverbalbehaior is basednot only on the dia-
logueactbut alsoonthelanguageused.Thebilin-
gual capabilitiesof both the dialoguesystemand
the facialanimationsystemallow for a believable
corversationagentthat shavs potentialfor usein
mary applicationssuchasteachinganguage.

Kare showv greatpromisebut it is still in its in-
fangy. To beatruly immersive experiencehe sys-
tem requiresfurther work. The vocahulary of Te
Kaitito is rathersmall and one getstired of dis-



cussingsucha smallnumberof nouns.Also, Talk-
ingHeadcurrentlyis just a disembodiechead. A
characterwith a full body would be a betterex-
perience. The speechrecognitioncurrently only
understand&nglish. To actasabilingual teacher
Kare shouldalsounderstandaori. As well, ad-
vancedaudioprocessingnay allow the systemto
teachpronunciation. The eyes of Kare are also
quitesimple,only seeingvheretheuseris located.
If the eyescould recognizefaces,handgestures,
facial expressionsand emotion, and eye gazeof
theuserafar superiorsystemwould result.

7 Acknowledgments

This work was partially supportedoy Univer
sity of OtagoResearclGrantMFHB10, andby the
NZ Foundationfor Researchin Science& Tech-
nology grantUOOX02. We thankSui-Ling Ming-
Wongfor proofreadinghetext of this article.

References

[1] J.Beslow andS. McGlashan.Olga- a corversa-

tional agentwith gestures.
[2] A. W. Black, P Taylor, R. Calgy, and

R. Clark. The festival speechsynthesissys-
tem. http://www.cstred.ac.uk/projects/fessl/,

August1999.

[3] J.CassellT. Bickmore,M. Billinghurst,L. Camp-
bell, K. Chang, H. Vilhjalmsson,and H. Yan.
Embodimentin corversationalinterfaces: Rea.
In Proceedingf the CHI'99 Confeence pages
520-527 Pittskurgh, PA, 1999.

[4] J.CassellC. Pelachaud\. Badlet M. Steedman,
B. Achorn, T. BechetB. Douville, S. Prevost,and
M. Stone. Animated corversation: Rule—based
generatiorof facialexpressiorgestureandspolen

intonationfor multiple corverstaionabhgents.

[5] J. Cassell, H. H. Vilhjalmsson,and T. Bick-
more. BEAT: the behaior expressionanima-
tion toolkit. In E. Fiume, editor, Proceedingsof
SIGGRAPHO1 (Los Angeles,California, August
12-17, 2001) ComputerGraphicsProceedings,
Annual Co, pages477-486.ACM SIGGRAPH,
ACM PressAugust2001.

[6] M. CohenandD. Massaro.Modeling coarticula-
tion in syntheticvisual speech.In N. Magnenat-
ThalmannandD. Thalmann editors,Modelsand
Tedhniquesin ComputerAnimation pages139—
156.SpringerVerlag, Tokyo, 1993.

[7] B. De Carolis, C. Pelachaud]. Poggi,andF. de
Rosis.Behavior planningfor areflexive agent.In
ProceedingsftheSesenteenthinternationalJoint
Confeenceon Artificial Intelligence IJCAI 2001,
pagesl059-1066Seattle WashingtonAugust4—
102001.

[8] S.deJager A. Knott, andl. Bayard. A DRT-
basedframenork for presuppositionin dialogue
management. In Proceedingsof the 6th work-
shoponthesemanticand pragmaticsof dialogue

(EDILOG 2002) Edinbkurgh, 2002.
[9] D. DecCarlo,C. Revilla, M. Stone,andJ. J. Ven-

ditti. Making discoursevisible: Codingandani-
matingcorversationafacialdisplays.ln Proceed-
ings of ComputerAnimation2002 pagesl11-16,

Genea, Switzerland Junel9-212002.
[10] S.DuncanandD. Fiske. Interactionstructue and

strategy. CambridgeUniversity Press1985.

[11] I. Eibl-Eibesfeldt. Similarities and differences
betweenculturesin expressie movements. In
S.Weitz, editor, Norverbalcommunicationpages

20-33.0xford University Press,1974.
[12] K. Grammer W. Schiefenkvel, M. Schleidt,

B. Lorenz,andl. Eibl-Eibesfeldt. Patternson the
face: the eyebrav flashin crossculturacompari-

son. Etholagy, 77:279-2991988.
[13] S.A. King. A Facial Modeland AnimationTedch-

niguesfor AnimatedSpeeh. PhDthesis,TheOhio

StateUniversity, Columhus,OH, June2001.
[14] A. Knott, I. Bayard,S. de Jager,and N. Wright.

An architecturdor bilingualandbidirectionalnlp.
In Proceedingsof the 2nd Australasian Natu-
ral Languaye Processing\orkshop(ANLP2002)

2002.
[15] J.C.LesterJ.L. VoermanS.G. Towns,andC.B.

Callawvay. Cosmo:A life-lik e animatedpedagog-

ical agentwith deictic believability.
[16] J.MetgeandP. Kinloch. Talking pastead other:

problemsof cross-cultual communication Vic-
toria University Press Wellington, New Zealand,
1984.

[17] C.Pelachaudy.I. Badler andM. SteedmanLin-
guisticissuesn facialanimation.In N. Magnenat-
Thalmannand D. Thalmann,editors, Computer
Animation '91, pages 15-30. SpringefVerlag,
Tokyo, 1991.

[18] C.Pelachaudndl. Poggi.Subtletiesf facialex-
pressionsn embodiedagents.JVCA 13(5):301—

312,Decembef002.
[19] J.Rickel andW. L. Johnson Animatedagentsor

proceduraltraining in virtual reality: Perception,
cognition, and motor control. Applied Artificial

Intelligence 13:343-3821999.
[20] A. E. Scheflen. The Significanceof Postue

in CommunicationSystemsin Communication
in Face to Face Interaction PenguinModern
Linguistics ReadingsHarmondswrth: Penguin

BooksLtd, 1972.
[21] The CMU Sphinx Group. CMU

sphinx:  Open source speech recognition.
http://www.speech.cs.cmu.edu/sphinx/, 2002.

Accessed\ov 15,2002.
[22] P ViolaandM. Jones.Rapidobjectdetectionus-

ing aboostectascad®f samplefeaturesin Com-
puter ision and Pattern Reca@nition, volumel,
pages511-518IEEE ComputerSociety 2001.



