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Abstract—Augmented Reality allows for an on-site presenta-
tion of information that is registered to the physical environ-
ment. Applications from civil engineering, which require users
to process complex information, are among those which can
benefit particularly highly from such a presentation. In this
paper, we will describe how to use Augmented Reality (AR)
to support monitoring and documentation of construction site
progress. For these tasks, the staff responsible usually requires
fast and comprehensible access to progress information to enable
comparison to the as-built status as well as to as-planned data.
Instead of tediously searching and mapping related information
to the actual construction site environment, our AR system allows
for the access of information right where it is needed. This
is achieved by superimposing progress as well as as-planned
information onto the user’s view of the physical environment.
For this purpose, we present an approach that uses aerial 3D
reconstruction to automatically capture progress information and
a mobile AR client for on-site visualization. Within this paper, we
will describe in greater detail how to capture 3D, how to register
the AR system within the physical outdoor environment, how to
visualize progress information in a comprehensible way in an
AR overlay and how to interact with this kind of information.
By implementing such an AR system, we are able to provide an
overview about the possibilities and future applications of AR in
the construction industry.

Index Terms—Augmented Reality, Visualization, Aerial 3D
reconstruction, Civil Engineering

I. INTRODUCTION

Augmented Reality is an interface that overlays digital
information onto the user’s view, spatially aligned to the
current physical environment [1]. The user’s view is often
a camera image of their physical surroundings. The video
image is augmented with digital information and rendered on
the display device, which may be a head-worn display or a
mobile device. Such an overlay allows for the presentation of
information that is relevant to a specific task right on-site and
aligned to the objects of interest.

This type of information presentation is relevant for various
professional tasks. In fact, AR has been identified to be
successful for several industrial applications. In particular, civil
engineering applications can benefit from such a registered
overlay. For instance, in the Smartvidente project, subsurface
infrastructure has been overlaid on top of street scenes in order
to allow the user to access information about theses structures
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while at the site [2]. Professional tasks within the construction
industries also often require access to information right on-
site. For instance, Woodward et al. showed how to overlay
construction plans over a user’s view of a construction site
[3]. This allows the users to inspect these plans within the
context of the physical world environment. Similar techniques
have been used in indoor environments to inspect the as-built
state of a factory in comparison to the as-planned state [4],
[5]. However, AR does not only allow for the visualization of
as-planned structures, it also provides tools for visualizing the
progress of construction sites if this data is available.

A. Motivation

From discussions with partner companies, we learned that
automated documentation and monitoring is an important topic
for the construction industry. It can support the supervision of
contractors’ achievements, as well as the detection of schedule
derivations or the search for sources of defects and the work-
ers responsible. The last point is particularly interesting for
compensation requests and responsibilities. Adequate progress
monitoring methods help supervisors and workers to document
the current status of the construction work as well as to
understand origins of defects.

Nowadays, construction site staff often uses digital pho-
tography to document the progress of a construction site.
Typically, staff members take individual photos of the con-
struction site on a regular basis and store them together with
the construction site plans in a database (Figure 1). This
enables the supervisors to relate possible errors or bottlenecks
to certain dates and identify the workers responsible. The
disadvantage of this approach is that a staff member has to
take the photographs manually. This is very time-consuming
and leads to areas not being covered very well. Another aspect
is that neither the relation between acquired photographs, nor
the relationship to the physical construction site is available.
This creates a high mental workload for the supervisor when
mapping the photographs to the actual construction site.

Another technique that is sometimes applied for construc-
tion site monitoring is the use of laser scanners. In this case,
3D information can be created and stored for later inspections.
But there are two main problems with this technique 1) these
devices are bulky and have to be carried around, which is a
problem on rough terrain such as is found on a construction
site. 2) Inspecting the resulting 3D data is still challenging,
since the spatial relationship to the actual environment is
missing.
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Fig. 1. Construction site monitoring using camera images. The image sequence represents different steps of the construction progress. This information can
be difficult to analyze and search for sources of mistakes. Furthermore, it is tedious for the user to map the 2D camera image information into the actual
physical 3D environment.

AR in combination with aerial 3D reconstruction, provides a
solution for these problems and allows for on-site construction
site monitoring by capturing data of interest and providing
the required information in direct relationship to the physical
construction site. The idea behind our approach is to create
3D information literally on-the-fly by using aerial vehicles
and providing a mobile device that allows one to inspect this
progress information directly on-site. For this purpose, we su-
perimpose progress information in an AR overlay on a mobile
setup that is registered to the actual physical environment.

AR visualization techniques have already been applied
by other research groups in construction environments, for
instance for displaying construction plans on-site [6], [3].
Golparvar-Fard et al. discussed the use of AR visualization for
supervising the progress on construction sites within the scope
of the D4AR project [7]. Their system computes progress
information that represents the status of the construction site,
such as the current level of completion. The corresponding
value is visualized by color coding the 3D physical world
object. While this approach allows one to study differences
between planned data and the current physical world situation,
our approach aims at providing an overview as well as detailed
information about the progress.

B. Contribution

In this article, we propose a system that allows for the
visualization of progress information of a construction site
directly on-site using AR. For this purpose, 1) we developed
a system consisting of three main components: an Aerial
Client that captures aerial images for 3D reconstruction on
regular basis, a Reconstruction Client that performs aerial
reconstructions and remote localization and finally an AR
client that visualizes progress information spatially registered
to the physical environment on-site. Each component is able
to communicate with the others and to exchange data over a
network.

In order to be able to overlay progress information correctly
aligned to the physical world, we need accurate registration
techniques that tell the AR client its pose in relation to the
surrounding environment. For this purpose, we 2) introduce a
set of registration techniques that differ in the amount of sen-
sors they are using. We will discuss sensor-based registration
techniques that incorporate inertial sensors, camera and GPS,
and remote localization techniques that only make use of a
camera, but depend on a 3D point cloud.

Besides the accurate registration of data, it is important to
visualize the data in a comprehensible way. Since the simple
overlay of information can be problematic, we propose 3) a set
of visualization techniques that generate comprehensible over-
lays of progress information. Within the visualization section
of this article, we will describe methods for visualizing single
as well as multiple points in time overlaid onto the physical
world environment. For visualizing selected points in time, we
show methods for overlaying 3D mesh information as well
as describing techniques for creating abstracted representation
that are easier to comprehend. Furthermore, we will describe
filtering methods that allow for the visualization of multiple
points in time in one view.

Several tasks in construction site monitoring and documen-
tation also require interactive input, for instance in order to
leave comments about specific objects. AR allows to store such
annotations directly in relationship to the actual environment.
For this purpose, we will show tools for annotating the
physical environment based on the 3D information available
from the 3D reconstruction. Furthermore, the availability of 3D
information about the physical environment allows interactive
surveying tasks to be performed on the construction site.

II. BACKGROUND

The recent developments in mobile technology allow ad-
vanced interfaces such as AR to be moved from the laboratory
into the field. Their ability to present information on-site,
where it is needed, holds many advantages for professional
applications. In particular, civil engineering tasks that require
field workers to work with complex information, such as infor-
mation from GIS databases and maps, can greatly benefit from
these systems [8]. The potential of AR for the architecture,
construction and engineering (ACE) industries has already
been identified by Shin et al. in 2008 [9].

Application scenarios have, for instance, been shown by
King et al. who demonstrated ways in which AR can be
used to visualize GIS information for the viticultural industries
[10]. They overlaid GIS data, such as harvest yield monitoring
values onto a video image on a mobile AR system. In order to
register the geo-referenced data to the video image, the authors
equipped a laptop with a set of sensors, such as GPS and
orientation sensors. A similar approach was used within the
Vidente project [8], where Schall et al. introduced a system
for visualizing underground infrastructure information, such
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Fig. 2. Mobile AR system for construction site monitoring and documentation. Left) Aerial Client captures a set of Aerial Images of an area of interest. It
publishes the images over the network, and the Reconstruction Client uses them to create a 3D representation of the construction site. Right) After computing
the 3D information, the Reconstruction Client publishes the 3D data over the network as well. An AR Client that is spatially registered using external sensor

or remote localization accesses the 3D data and renders it in the AR view.

as subsurface electricity lines and gas pipes. Schall et al.
increased the mobility of their system by replacing the laptop
with an ultra-mobile PC. They equipped the ultra-mobile PC
with a set of registration sensors and used it to display GIS data
from civil engineering companies. The work of Vidente was
continued within the Smartvidente project [2] focusing mainly
on improving the registration accuracy and visualization tech-
niques for subsurface visualization. The latest developments in
Smartvidente already provided a registration accuracy in the
range of 10 cm for positioning and within a sub-angle range for
the orientation. This project already showed the high potential
of a highly accurately registered AR system for professional
industrial tasks.

Other research groups showed that there is also a high
potential for the use of Augmented and Mixed Reality in
supporting applications within the construction industries. For
instance, Woodward et al. proposed a system for visualizing
and verifying as-planned information [3]. They integrated
a set of different datasources into their system, such as
map data, Building Information Models (BIM) and 4D BIM.
The registration of this system is based on a standard GPS
(accuracy 10-50m) and orientation measurements given by
model-based initialization, feature-based tracking and compass
information. In order to compensate for inaccurate registration
methods, they provide interactive tools for manual positioning
and alignment corrections. The idea of visualizing planned
data for construction management has already been adopted by
companies. Researchers at Bentley for instance showed how
to integrate 2D map data into the physical environment of a
construction site [11].

In contrast to visualizing as-planned information, Golparvar-
Fard et al. presented techniques for visualizing progress infor-
mation [7], [12] using Mixed Reality. For this purpose, they
take time-lapse photographs and perform 3D reconstruction
based on this data. By overlaying the 3D information onto
registered camera images, the progress can be visualized in
relation to the physical environment in order to highlight
problematic areas that are behind schedule.

While this body of existing work showed how to either

visualize as-planned data on-site or how to visualize progress
information using Mixed Reality overlays in desktop environ-
ments, in this article we will present a system for capturing and
presenting progress information on-site with a highly accurate
AR overlay.

III. SYSTEM

In order to visualize progress information of a construction
site on-site with a mobile AR system, we need access to data
that represents the construction progress, for instance in the
form of multiple 3D datasets from different points in time.
For this purpose, we use an Aerial Client that flies over
the area of interest on a regular basis. During such flight
sessions the aerial vehicle captures a set of aerial images from
meaningful positions. This set of camera images is then sent to
the Reconstruction Client which creates a 3D representation
based on the images. If such a reconstruction is done on a
regular basis, we can create time-oriented data or so-called
4D datasets. Finally, in order to visualize this 4D data on-site,
we use a mobile AR client that is capable of exchanging and
displaying the progress information on-site and that is spatially
registered to the physical world and the geo-referenced data.

For a high level of flexibility and reliable communication
between the clients, we use the Robot Operating System
(ROS!) for exchanging data (Figure 2) over the network. Each
client has to registered itself within the system to be able to
receive the relevant data. In the following, we will describe
each of these components in greater detail.

A. Aerial Client

We need to capture a large amount of meaningful progress
data with a low manual input. For this purpose, we use
an aerial vehicle in combination with automatic flight path
planning. While manned aerial vision was traditionally only
used for capturing large scale areas such as the digital surface
models (DSM) for complete urban environments [13], smaller

Uhttp://www.ros.org
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Fig. 3. Automatically calculated camera network (gray) with corresponding
flight path (yellow).

and cheaper vehicles, such as micro aerial vehicles (MAV) can
be used to reconstruct smaller areas and capture also detailed
views. This makes them of interest for capturing the progress
of construction sites. For our system, we equipped an AscTec
Faclon 8 Octocopter with a standard consumer digital camera.
Such a setup is able to automatically capture images of the
area of interest from predefined positions [14].

The limited battery power supply of a MAV restricts the
flight time to 10 to 20 minutes. After this time the batteries has
to be replaced or has to be recharged with average recharging
times of 45 minutes. Due to this restriction it is highly
important to apply a sophisticated flight management methods
that ensure that enough meaningful views are captured before
the vehicle runs out of battery power. In order to address this
problem, we developed automatic methods for flight path plan-
ning. These methods are usually known as Photogrammetric
Network Design (PND) and support the capturing process by
calculating the best camera poses and the optimal flight path
in advance.

In order to create a good set of meaningful images, we
set the following requirements for the automatic flight man-
agement that guarantee a good reconstruction of the area of
interest:

e Minimal number of views.

o Cover the complete area of interest.

« Redundancy between the images.

o Overlap between images

« Adequate viewing angles between views.
« Fully connected image overlap graph.

An additional requirement that is not listed is a minimized
path length. For our setup, we decided to not use this require-
ment, since the flight time of the MAV moving with 10m/s
is rather insignificant compared to time the device needs to
swing into one position. To meet all above listed requirements
within one flight session, we developed a new method for
flight management. The approach requires a rough description
of the area of interest, for instance in the form of a GIS
model, BIM data or a previous rough reconstruction. Based on
this rough description, we use a viewpoint sampling around
the area of interest and render views from these viewpoints.

Afterwards, viewpoints are randomly selected from this set
until it is possible to perform a complete reconstruction (Figure
3). We described this method in greater detail in [15].

B. Reconstruction Client

During one flight session the Aerial Client is able to
create image sets of approximately 200-300 high-resolution
and highly overlapping images. These images are published
over the network and used by the Reconstruction Client as
input for 3D reconstruction. The reconstruction is based on
Structure-from-Motion (SfM) similar to the methods described
by Irschara et al. [16]. SfM uses camera images from different
viewpoints of the same area of interest to compute 3D infor-
mation. For this purpose, SIFT features are extracted from the
camera images and matched between the different images. The
matches are used to compute the relative camera poses. The
known poses and the correspondences in combination are then
used to calculate a 3D point cloud.

Additionally, we include available GPS information from
the MAV into the reconstruction workflow to reduce computa-
tion time and to obtain a geo-referenced 3D model at a metric
scale as proposed by Irschara et al. [17].

The output of the reconstruction is 3D scene geometry
represented as a sparse 3D point cloud (Figure 4). This 3D
reconstruction data can now be distributed over the network
and used for visualization. Nevertheless, the sparse geometry
often does not include enough information to comprehensible
reveal the progress to the user. For providing a meaningful
representation, the reconstruction client uses the 3D point
cloud data as input for point cloud densification and mesh
creation (Section IV). By flying over a construction site on a
regular basis and creating and storing 3D representations of
different points in time, we are able to compute a 4D dataset
of an area of interest. This dataset can then be visualized using
a mobile AR client on-site.

C. Mobile AR Client

For overlaying the captured progress information onto the
user’s view of the physical outdoor environment, we need a
mobile AR client that is appropriate for working in outdoor
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Fig. 4. Sparse point cloud and corresponding camera images.
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environments and integrates all sensors that are required for
video capturing and for achieving an adequate registration.

For addressing the particular needs of workers in con-
struction sites environments, we use a ruggedized tablet PC
(Motion J3400, 1.6GHz). This tablet PC provides a screen
that is specially built to be viewable outdoors, even under
sunlight conditions. We equipped the tablet PC with a camera
(VRMagic VRM FC-6 COLOR) and a wide-angle lens for
capturing video images for the AR overlay and feature-
based tracking. Furthermore, we integrated a set of external
sensors that support outdoor registration if no 3D information
about the current scene is available (Figure 5). The set of
additional sensors consists of an Inertial Measurement Unit
(IMU, XSense MTx 3DOF), and a GPS receiver. The IMU is
fixed to the camera and is calibrated to the camera coordinate
system. Both, camera and IMU are mounted on the back of
the tablet, pointing away from the user. The IMU consists
of gyroscopes, accelerometers and 3D magnetometers and
provides 3DOF orientation measurements. As a GPS sensor,
we use a L1/L2 RTK receiver that measures the device’s
position within centimeter accuracy (Novatel OEMV-2 L1/L.2
Real-Time Kinematic). All sensors are connected via USB and
synchronized in software. A leather bag covers all cables and
the GPS sensor, to protect them from the weather (Figure 5).
The system itself can be carried using a shoulder strap that is
connected to the bag. Furthermore, it can be used in a fixed
position by mounting it to a tripod for hand-free operations.

During runtime, the sensors of the setup work in separate
threads and feed the registration methods (Section V). The
output of the registration is used to update the transformation
matrix of the virtual content. The rendering itself is performed
each time a new camera image arrives.

IV. DATA POSTPROCESSING

We can use the 3D data that is captured by the Aerial Client
directly for visualization purpose, since it is registered in 3D
to the physical world. Nevertheless for some applications more
detailed data, such as a 3D mesh or as-planned data is required.
In this section, we describe methods for post-processing the
3D data created by the Reconstruction Client. Furthermore,
we will show how we can apply external datasources for
comparing as-built with as-planned data.

A. 3D Densification and Mesh Generation

Sparse geometry often does not contain enough information
to visualize the progress. For computing more dense informa-

tion, we use the approach of Furukawa et al. that calculates
a semi-dense point cloud [18]. In addition to the dense point
cloud for several applications, a 3D mesh can be required.
To provide 3D mesh data, we also compute a 3D mesh by
using Poisson surface reconstruction [19]. Unfortunately, this
method is computationally expensive. In order to provide
online feedback, we developed a new method for computing
3D mesh representations online as soon as new images from
the Aerial Client arrive. The basic idea is similar to the method
presented by Labatut et al. combining a Delaunay triangulation
with global optimization methods [20]. In [21], we discuss this
approach in greater detail and show how to use it to provide
online feedback for SfM image acquisition.

This reconstruction workflow creates not only single as-built
dataset of an area of interest, it also allows us to create 4D
as-built data. A 4D dataset represents the as-built status over
a selected period of time with a predefined sample rate. When
creating the 4D datasets it is important that the datasets are
accurately aligned with each other. While the geo-referencing
already allows for the course alignment of these datasets, a
matching procedure on the sparse 3D points (resulting from the
StM) allows for fine alignment between the different datasets.

Since coarse registration is already available, the matching
can be applied to smaller regions. Robust inlier estimation of
these smaller regions via RANSAC allows us to determine
a global rigid transformation computed from a final set of
correspondences. The final step includes a fine ICP based
refinement by incorporating the semi-dense point cloud. The
obtained mesh is then transformed according to the aggregated
transformations and registered to a canonical reference frame.
We call such a dataset a time-oriented or 4D representation of
a construction site.

B. External Data Sources

When inspecting the progress of a construction site, it
is often helpful to not only visualize the as-built status as
is provided by the 3D reconstruction, but also to render
information about existing surrounding structures as given by
GIS data and to compare the current or previous situations
with information provided by BIM. BIM describe systems
that combine different information about the life cycle of a
building such as construction plans, but also plans for building
management. Information from BIM provides geometric as
well as semantic information about the physical world context
similar to information from GIS. Thus, it can be a helpful
source of information for on-site progress visualization. While
the concept of BIM aims to provide 3D as well as 4D
information for construction sites that could be directly used
for visualization in AR, in reality a lot of companies still work
with 2D CAD plans. In this case, we have to apply a data
conversion step that transcodes the 2D information into 3D
models that can be used for visualization purposes. Often BIM
or CAD data is not geo-referenced, thus for outdoor usage
we have to register them according to the physical world. For
instance by using at least three point correspondences to a geo-
referenced model and the Absolute Orientation Algorithm.
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Fig. 6. Blockworld. Left) Computing the absolute orientation. Selecting the 3D points in the 3D mesh data and selecting the corresponding 3D points in the
CAD data (red spheres). Right) Textured Blockworld model computed from a 3D mesh of a construction site.

C. Combining 3D Meshes and External Data Sources

Another aspect is that 3D meshes or point clouds can
be to complex for understanding a visualization in AR. In
this subsection, we will discuss a method for converting 3D
meshes into a more simplified representation based on the
extracted as-planned data. The simplified representation uses
abstract block-shaped objects instead of mesh data. Due to
their characteristics, we call this representation Blockworld
representation. For instance, a 3D mesh representing a wall
can be simplified by a box-shaped wall object.

As described in the previous discussion, a lot of as-planned
data is already stored in external data sources such as BIM.
However, such data is not always available, does not represent
the time component or is simply not accurate enough. In these
cases, we need an additional method to create this kind of
data. The main goal of this subsection is to describe a semi-
automatic tool for creating an abstract representation from a
3D mesh and a 2.5D plan. While complete manual modeling
of this data would require a large amount of effort, especially
when it comes to data which varies over time, these semi-
automatic tools allow for a fast and intuitive creation of an
abstracted representation with a minimal user interaction.

To create these abstract models, we use different data
sources such as:

e 2.5D as-planned data.

o Geo-referenced point cloud data of the as-built situation.

o Geo-referenced camera images that are registered to the
point cloud data.

The 2.5D input objects are transcoded into a 3D represen-
tation by using an automatic extrusion transcoder [22]. After
transcoding, every polygon is represented as an extruded line
with a certain height and depth. To be able to adapt the abstract
as-planned data to the actual 3D mesh, both datasets have
to be registered to each other. Since the 3D mesh data is
geo-referenced, the user is asked to perform a rough manual
registration by selecting at least three corresponding points
from both datasets (Figure 6, Left). Using the selected points
and the Absolute Orientation method [23] a transformation
matrix between the datasets is computed. The transformation
matrix is used to align the 3D mesh data to the as-planned
data. After achieving this kind of rough registration, automatic
methods can be applied to adapt the 3D extrusions to the exact
characteristics of the 3D mesh and to texture the 3D extrusions.

In order to automatically adapt the abstract as-planned to
the dimensions of the as-built point cloud, we analyze the
data of the point cloud and derive height, depth and width
measurements. For this purpose, we compute histograms based
on the bounding box given by the as-planned data. To compute
the height, we project all 3D points within this bounding
box on the y-axis (up-vector of the bounding box). This
projection provides a histogram, that allows us to compute
the maximum using the histogram entries. Similar methods
are used to compute the depth and width of the objects.

This adaption step results in a set of rectangular abstract
objects. In order to texture these objects, we compute the most
appropriate camera for texturing and apply projective texture
mapping.

After performing these manual and automatic adaptions, the
result of is an abstract representation that consist of several 3D
blocks, the blockworld (Figure 6, Right).

V. REGISTRATION

The first prerequisite for visualizing data in AR is the
registration between digital data and video image. An accurate
registration assures that virtual objects are correctly aligned
to the physical world. There are different ways of achieving
an accurate registration, ranging from simple maker-based
registration techniques [24], to sensor fusion [25] and to
features-based localization approaches [26], [27]. All these
technologies use different methods to achieve the same goal;
the alignment of the virtual data to the physical world in real-
time to achieve a coherent AR visualization. Other techniques
focus on achieving high-precision registration with higher
computational costs for Mixed Reality overlays [28].

Marker-based and natural-feature-target-based techniques
are often used for indoor AR applications. For the outdoor ap-
plications, they are usually not an option due to larger working
environments and environmental influences. In this section, we
will describe two methods of achieving reliable registrations
in unknown outdoor environments. The first method is a
sensor-fusion-based approach combining panoramic mapping
and tracking with external sensors such as IMU and a GPS
receiver. The second method is applicable if a 3D model
of the physical environment is available. In this case, we
apply remote localization methods that rely on a server-client
structure in combination with panorama-based or model-based
tracking.
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A. Multi-Sensor Outdoor Registration

For AR applications that focus on entertainment and tourism
in outdoor environments, researchers and companies typically
use a combination of built-in sensors in mobile phones or
tablet computers. For professional applications, the accuracy
that these sensors provide is not sufficient. They often show
positioning inaccuracies in the range of several meters and in
addition orientation sensors are often a subject to drift [29].
In order to provide accurate overlays of the virtual data, we
apply a registration method that is able to achieve registration
accuracy in the centimeter and subangle range.

In order to achieve such a highly accurate position and ori-
entation estimate of the AR system in outdoor environments,
we combine the measurements from different sensors:

o L1/L2 Real Time Kinematic (RTK) GPS
o Inertial Measurement Unit (IMU)
o Vision-based Panoramic Tracker

The GPS receiver performs dual frequency measurements
and applies RTK for accurate positioning resulting in position
measurements with centimeter accuracy . We use correction
data from a professional provider whose reference station
delivers a correction signal to the device. Requirements for
receiving the correction signal are a network connection as
well as a correct configuration of the correction signal. For
this purpose, we use an Open Source NTRIP application.
We apply a Kalman filter for the positioning (Figure 7) to
compensate for positioning noise of the GPS receiver. This
filter produces smooth movements and can be adjusted to the
amount of smoothness of the expected movement [25].

For estimating their orientation, AR systems often use iner-
tial sensors with gyroscopes, magnetometers and accelerome-
ters. Unfortunately, these sensors are subject to drift and also
sensitive to environmental influences, such as electromagnetic
interference that often occur in urban environments. We com-
bine the orientation measurements from an IMU with relative

2GNSS Surfer http://igs.bkg.bund.de/ntrip/download
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Fig. 9. Model-based localization and panoramic tracking. The panorama
tracker updates the pose estimation with relative orientation measurements.
In order to determine the absolute pose, an initial keyframe is send to the
localization client.

measurements provided by a vision-based panorama-tracker
[25] to avoid these problems.

The panorama tracker is based on feature detection and
matching. During a mapping step, it creates a panoramic
representation of the environment that is stored for further
tracking. As the panoramic map is based on a cylindrical rep-
resentation of the environment, the panorama tracker assumes
only rotational movements. Similar to SLAM approaches [30],
the idea is to 1) determine the pose of a new frame in relation
to already mapped data, and 2) add features from this newly
localized frame to the existing map that is then used again
for further pose estimation [31], [32]. In order to determine
the pose of a new image relatively to the panoramic map,
we extract features from the camera image and match them
against the map.

By combining the measurements of the IMU and the
panorama tracker in an Orientation Kalman filter as shown
in Figure 7, we are able to achieve robust absolute orientation
measurements that are mainly drift-free [29]. Other inaccu-
racies can result from the magnetic deviation, a value that
describes how much the absolute orientation measurement
differs from the geographic north. This measurement depends
on the current location and has to be configured manually or
can be computed from the current GPS location.

B. Remote Localization and Online Tracking

However, even professional external sensors are only able
to deliver sufficient accuracy under perfect conditions, such
as in unoccluded areas with a high number of visible satel-
lites. In order to provide accurate measurements also under
more difficult conditions, we propose additional registration
techniques that are based on remote localization and online
tracking. These approaches require a 3D model of the envi-
ronment as input for localization. Typically, in our scenarios
such 3D models are available since they are created by the
aerial 3D reconstruction. Thereby, it is important that the
reconstructed data covers the area of interest to allow for a
robust localization. Additionally, we can extend the area by
integrating new images into the 3D reconstruction.

In order to integrate a model-based localization into our
system, we use the talker-listener structure based on ROS as
described in Section III. On the AR Client-site, either a visual
panorama tracker or a model-based 6DOF tracker receives
absolute pose measurements and uses the video stream as
tracking input.
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1) Panoramic tracker: The panoramic tracker uses the
incoming camera images to calculate its orientation relative to
an initial keyframe. We compute the geo-referenced absolute
pose of this panoramic representation by sending the initial
keyframe to the Reconstruction Client (Figure 9). The Recon-
struction Client calculates the pose of the keyframe in rela-
tionship to the geo-referenced model and sends the localization
information back to the AR Client. The AR Client combines
the absolute pose with its relative orientation measurements to
compute the current pose of the device.

The accurate registration in relationship to the geo-
referenced model allows for the rendering of accurate AR
visualizations as long as the user performs purely rotational
movements. If the user moves to a new position, the mo-
tion model of the panoramic tracker that assumes rotational
movements, loses the tracking. Accordingly, the tracker starts
to create a new panoramic representation of the environment
with a new initial keyframe. Therefore, we have to perform
a relocalization and send the new initial keyframe to the
localization client again (Figure 9). The process of sending the
image data as well as receiving the localization information is
implemented in a separate thread. The panoramic tracker runs
in real-time and has been shown to perform in realtime even
on mobile phones [33].

2) Model-based tracker: While the panoramic tracker is
only able to handle rotational movements, we provide another
registration method that uses the 3D point cloud data for
initializing a tracking model. This allows for translational as
well as rotational movements. The model-based tracker uses
the talker-listener concept of ROS as well. Similar to the
panoramic tracker, the AR Client publishes an initial camera
frame and waits for answers that contain a localization matrix
of this frame in relationship to the geo-referenced point cloud.
Based on this image data, the remote Registration Client com-
putes the localization matrix and publishes the result within the
network. After receiving the localization matrix, the AR client
initializes the tracking model for model-based tracking with
the initial pose, the initial camera image, and the 3D points of
the environment. For this purpose, we create a Point Feature
for each 3D point that is visible in the initial camera image. A
Point Feature contains 3D information of a point cloud element
and 2D image patch data given by the 2D image data and
the 2D location of this 3D point in the initial camera image.
Based on this initialized model, movements relative to the
initial localization matrix can be calculated as soon as a new
camera image arrives. We compute correspondences between
the 2D image patch data of all stored visible Point Features of
the reference frame and the incoming camera image. The 3D
information of the corresponding Point Features are used to
compute the relative transformation between reference camera
image and the current camera image. Finally, the AR Client
combines this information into an absolute transformation
matrix in reference to the geo-referenced model. The complete
tracking step takes approximately 13 ms on the tablet PC
(Motion J3400). As long as the model-based tracker finds
enough correspondences between the model and new incoming
camera frames, the initialized model can be used.

However, if the AR client moves too far away from the

Tracker

Fig. 10. Model-based tracking. An initial camera frame is remotely localized
and combined with 3D point cloud data in order to initialize a local model
for tracking.

initial pose, there are not enough correspondences available
to compute the transformation. Thus, we have to compute
a new model. The process starts again by publishing the
camera frame and waiting for localization answers (Figure
10). This re-initialization step takes between 500 ms and 1000
ms on the tablet PC. As long as the model-based tracker
computes accurate registration values in relationship to the
geo-referenced model, the AR client can create accurate geo-
referenced AR overlays (Figure 10, Left).

VI. VISUALIZATION

Having a mobile AR setup available that is registered to the
physical world allows for the visualization of progress infor-
mation on-site. In the following, we will discuss several ways
of presenting the progress information. We will first discuss
techniques that simply overlay the 3D progress information,
continue with techniques that use filtering to avoid information
clutter, and finally we will present an approach that allows for
the presentation of progress information by displaying multiple
points in time in the AR view. Furthermore, we will discuss
their advantages and disadvantages and propose solutions in
order to address these problems.

A. Overlay Techniques

The most straight forward way of presenting progress infor-
mation in an AR overlay on-site is the overlay of data on top
of a video image using different compositing techniques. The
compositing step thereby controls the way in which digital
progress information is combined with the video image of the
physical world.

1) Naive Overlay: The naive overlay renders the 3D
progress information on top of the video images ( Figure 11
and Figure 12, Left). This means that it fully replaces the
video information at fragments that contain 3D information.
The biggest problem of overlaying 3D progress information
onto the camera image is that most of the video information is
occluded by the 3D information. Thus, the user often loses the
spatial relationship between digital information and physical
world environment.
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Fig. 11.

One wall of a construction site at different points in time represented by textured blockworld models. Left) Scaffold at the beginning of the

construction site. Middle) Wall of first floor. Right) All floors finished with a scaffold in front.

Fig. 12. Overlay techniques for presenting a previous as-built status embedded into a video image of a construction site. Left) Video image of the construction
site. Middle Left) Naive overlay, the 3D mesh rendered in grayscale is simply rendered on top of the video image. In this case, nearly the complete video
view is occluded by 3D information. Thus the spatial relationship may get lost. Middle Right) Using alpha blending to combine 3D mesh data and video
image. This allows the presentation of both information in one view, but often leads to information clutter and misses important image structures. Right)
Ghosted view preserving important image structures in the blended compositing.

2) Blending: In order to present video information as well
as 3D progress information in the same view, fragment-
based blending can be applied. In this case, we display video
content and 3D information with half transparency (Figure 12,
Middle). Considering this on a fragment base, at each fragment
where 3D information is available, we compute the average
value between both fragments and achieve an impression of a
transparent occluding layer. If the 3D information is not only
available for previous states of the area of interest, but also for
the current status, we can use this information to create correct
occlusions. Based on this information, only those fragments
whose depth are larger than the depth of the current recon-
struction are rendered transparently. The disadvantage of this
technique is that since both information layers are displayed
with the same importance weighting, important structures may
get lost. For instance in Figure 12 (Middle), the outlines of
the house and the windows are important for understanding
the shape of the building. Therefore, the rendering should take
care that this information is preserved.

3) Ghostings: Ghosting techniques are well known for X-
Ray visualization in Illustrative Renderings [34] as well as for
X-Ray renderings in Augmented Reality [35]. Image-based
ghostings preserve important image structures, by extracting
edges or salient regions from the camera image. For creating a
ghosted view, virtual content and camera image are composed
through the use of transparency blending with a defined alpha
value similar to the previously described blending technique.
Additionally, the ghosting techniques extract important image
structures and render them on top of this composed view. As
shown in Figure 12 (Right), we extract edges and overlay them
on top of the blended compositing. Thus, we preserve impor-
tant structures, such as the edges of the rooftop. This allows

the observer to better understand the spatial structures and the
order. Nevertheless, for complex scenes these techniques are
often subject to information clutter, since the already complex
environment is overlaid with complex 3D information.

B. Filtering Techniques

Spatial information filtering combined with a set of inter-
active Focus&Context tools can be used to explorer a limited
number of points in time. For this purpose, the user interac-
tively selects a focus area to define where information about
a previous point in time is to be displayed. The information
filtering method then only displays virtual information in the
dedicated area. At the same time, the current status of the
construction site, which is represented by the camera image,
is exclusively shown in the context region.

Focus&Context tools address the problems of information
clutter by allowing the user to define a focus region either
in image or 3D space. Within this focus region, the virtual
information representing a previous point in time is displayed.
The remaining part of the view outside the focus area is called
the context region. In the context region, the current status
of the construction site is displayed using the current camera
image of the physical environment. The interactive tools that
we will discuss in the following comprise 2D sliders, 2D magic
lenses, 3D magic lenses and 3D sliders. For a fast prototyping,
we use shaders that allow for a fast adaption of the spatial
information filtering based on different focus areas.

1) 2D Slider: 2D sliders are tools that are often used for
interactive side-by-side visualizations, in particular for before-
after comparison of urban or historical scenes. For instance,
2D sliders are used for side-by-side comparison for the docu-
mentation of urban development. Here, current photographs of
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Fig. 13. Side-by-side visualization using 2D sliders. The mouse input defines the border between video image and virtual content. Left and Middle) The
virtual content is overlaid on the right side of the border. Right) On the right side of the border only the virtual data representing a previous point in time is

displayed.

Fig. 14. 2D Magic Lens. Inside the focus region (highlighted in white) the virtual content is displayed. Left) Overlay of virtual data inside the context region.
Right) Grey shading inside the focus area supports the differentiation between virtual information and physical world.

buildings are displayed next to older photographs. In order to
provide such a visualization, it is important that both images
(past and present) are captured from the same view point.
The process of taking a picture from the same position is
called re-photography. The photographer of the newer image
has to take the photograph from the same position as the
older photograph was taken from. In order to find a similar
position, photographers search for specific features in the scene
that are easily to recognize such as walls or roofs. Recently,
researchers even developed automatic methods that guide the
photographer to the right pose by using SIFT features [36]
and pose estimation [37].

The drawback of re-photography is that it limits the observer
to views that were captured in the past. If the previous status is
available as a 3D reconstruction, it is also possible to choose
different viewpoints. By overlaying the 3D information onto
the camera image of the current environment, the technique
moves from re-photography to AR (Figure 13). Similar to the
visualization methods used for re-photography, the user can
move a slider interactively in image space to control the border
between video image and the virtual overlay containing the 3D
information. In our application, the 3D information contains a
previous status of the construction site, but the technique could
also be used for different urban scenarios as long as the 3D
data is available. When the user clicks on an arbitrary location
in the 2D view, the x-coordinate of the mouse pointer is used
to define the border. The fragment shader then displays the
video image for all fragments with x-coordinates larger than
the border’s x-coordinate. For other fragments the virtual data
is either overlaid onto the video image (Figure 13, Left) or
rendered exclusively (Figure 13, Right).

2) 2D Magic Lens: Another technique that is often used to
create before-and-after effects is the embedding of a cutout of

old photographs into new ones. This technique is similar to
magic lens interfaces from Information Visualization [38]. In
contrast to the 2D slider, a 2D magic lens allows the user to
move a dedicated focus area to the regions of interest. Mouse
coordinates define the center of the focus region. The focus
region can have different shapes, such as a rectangular or
circular shape. Based on the shape definition, the fragment
shader tests if a fragment is inside the focus area and renders
the virtual content if this is the case. Thereby the virtual
content is again either displayed using an overlay or exclusive
rendering. In addition, the virtual content can also be rendered
using different shadings, such as Toon shading or a gray
scale shading to highlight the difference to the actual physical
environment (Figure 14).

The advantage of the 2D Focus&Context tools is that
the visualization requires no additional information or post
processing of the reconstructed data. However, they have
the disadvantage of not addressing self-occlusion, since they
simply define a 2D region in the user’s view. This means
we can filter information in image space but not in depth.
Furthermore, it is difficult to present more than one point in
time.

3) 3D Slider: In order to address the problem of self-
occlusion, we investigated tools that allow focus and con-
text regions to be defined in 3D. This spatially filters the
information in all three dimensions. Such a 3D filtering is
particularly interesting for the visualization of 3D data that was
reconstructed with aerial vision, since the users may want to
inspect one specific element that is occluded by other previous
structures in their view. By defining a focus area in 3D, it is
possible to exclusively visualize information for this selected
region.

Another interesting aspect of 3D tools is their ability to con-
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Fig. 15. 3D tools for information filtering. Left) A 3D slider allows the user
to divide the view in an area where a previous status of the construction site
is shown and an area where the current status is shown. Right) The 3D magic
lens magic lens defines a three dimensional region where the virtual content
is displayed.

Fig. 16. 3D Focus&Context tools using different color codings. Thereby green
represents an earlier stage of the construction site as red. Two 3D magic lenses
display different points in time.

vey information about depth. This supports the understanding
of spatial relationships between objects at the present time and
objects that were at this location in the past.

Similar to the 2D slider, the 3D slider allows for the sep-
aration of the visualization into a focus area showing the 3D
information and a context area showing the camera image. The
difference between the techniques is that the 3D slider does
the separation in 3D. The 3D slider is defined as a large wall
that the user can move in the scene. To provide a convincing
visualization, the wall has to be aligned in relationship to a
plane in the 3D world. We provide a 3D manipulation tool that
allows the user to interactively manipulate the alignment and
the dimension of the 3D slider. The intersection plane between
virtual geometry and sliding wall provides information about
the depth and height of the virtual content.

4) 3D Magic Lens: In order to allow the selection of a
smaller focus region, we provide a 3D magic lens. The 3D
magic lens allows the user to define a box-shaped focus area in
the AR view. The box can be interactively moved and scaled to
fit the requirements of the user. The virtual content is displayed
inside the box. For all elements that are outside the focus area,
video image information is shown. Similar to the 3D slider,
the alignment has to be done in relation to 3D planes in the
scene to achieve a convincing visualization. An extension of
this magic lens would align itself to the planes in the scene,
for instance by detecting planes in the 3D point cloud.

So far, we have only discussed visualization tools that
support the overlay of one 3D dataset. This only allows
for the visualization of one point in time at once. However,
visualizing the progress of a construction site often requires the
comparison of multiple points in time to inspect the progress.
With the existing tools, this is only possible by presenting
different points in time one after another. Unfortunately, such

an approach is often subject to change blindness [39]. To
address this problem, we further investigated methods that
allow for the presentation of multiple complex datasets in
one view. For this purpose, we visualized different points
in time using different visualization techniques. This allows
for a differentiation between multiple datasets. For instance,
we use a color-coded rendering to display different 3D
datasets. Thereby, the different color-codings are implemented
by enabling the corresponding color buffers (Figure 16).
This technique again only makes sense in combination with
Focus&Context techniques, because otherwise the view is too
cluttered to understand the changes. Combining the color-
coding with multiple magic lenses allows for the comparison
of multiple points in time.

C. 4D Abstraction Approach

In order to visualize changes in a comprehensible way,
perceptional issues like change blindness have to be ad-
dressed [39]. Change blindness describes the problem of
not noticing changes. This problem often arises when many
changes occur in the view seen by a person. To avoid change
blindness, it is important that the user can keep track of
selected changes for instance by providing additional visual
hints [40]. This is particularly important for outdoor AR
visualizations, since the environment is changing all the time
and important changes in the data may be concealed. The
aforementioned techniques do not address the issue of change
blindness since they are not able to visualize multiple points
in time in one view.

To address both, information clutter and change blindness,
we developed an approach that follows Shneiderman’s Vi-
sual Information Seeking Mantra [41]. The mantra defines
visualization guidelines as follows: There should first be an
overview, then zooming and filtering to concentrate on impor-
tant information elements and finally it should be possible to
access details on demand. In the following, we will show how
the mantra can be applied when visualizing multiple complex
3D datasets in AR. According to the mantra, we start with
defining three visualization levels varying in their level of
detail.

1) Visualization Levels: According to the information seek-
ing mantra, each level displays the virtual content on a
different scale:

¢ LO: Scene overview level
o L1: Object time overview level
o L2: Object detail level

Each visualization level is a detailed view of the higher visu-
alization level. Transition techniques such as Overview&Detail
and Focus&Context allow for transitions between the different
visualization levels and relating them to each other. We will
first discuss each level of abstraction in detail, before we
describing how we move from one to the other.

The first visualization level LO represents abstract infor-
mation about individual objects that summarize time-oriented
attributes per object. These attributes comprise abstract infor-
mation such as completion or progress and will be represented
by a per-object color-coding similar to the approach in [7].
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Overview

LI:Scene overview

Overview&Detail

L2: Object time
overview

L3: Object detail

v
Detail

Focus&Context

Fig. 17. 4D visualization concept. Multiple levels of detail allow time-oriented data to be explored in an AR visualization. The highest level of abstraction
provides just enough information to provide an overview of the data in relation to the objects in the AR environment. The second level of abstraction
presents traditional time-oriented visualizations registered in AR to enable an effective analysis of time-oriented data. Its registration in AR additionally
provides information about its relation to real world structures. The third level provides structural detail of the object of interest at a selected point in time
and 3D space. In order to first study the data in a higher level of abstraction before analyzing it in more detail we interactively combine all levels using

Overview&Detail and Focus&Context techniques.

While this first level allows for a global overview of the scene
according to overview first, the second level L1 presents more
detailed information about one object according to the second
item of the mantra. This level of information displays the
variation over time of one attribute of a selected object, such
as

« Height Lines: representing different heights of an object
at different times (compare Figure 18, Left).

o Geometric Completion: representing the completion at
multiple points in time in reference to the object geometry
using a color coding (Figure 18, Middle Left and Middle
Right)

« Block diagram for average completion: block diagram
showing the average completion in relation to the ge-
ometry at multiple points in time (Figure 18, Left).

The third visualization level L2 provides the details on
demand by presenting a complete 3D rendering of the one
object at a selected point in time. We can present the data at
this level as pure 3D dataset, as an orthogonal snapshot of the
3D data in order to reduce rendering times or by using the
abstract blockworld representation described in Section IV.

2) Transitions between Visualization Levels: We provide
interactive Overview&Detail tools to combine these visual-
ization levels. This allows the user to move between the
visualization levels.

In order to use these techniques, we have to define overview
and detailed information regarding our visualization levels.
The definition depends on the particular transition between
visualization levels, since the lower level corresponds to a
lower level of detail. For instance, for the transition between
L0 and L1, LO contains overview information and L1 contains
detail information.

Our idea is to adapt traditional methods for managing

overview and detail information in Information Visualization
to our need to move between the 4D visualization levels. As
described by Cockburn et al. [42], Overview&Detail tech-
niques use either a temporal or spatial separation of context
and detail information. Focus&Context techniques allow the
presentation of both in one view by visually combing this
information.

As described above, the first visualization level LO gives
an overview of the complete area of interest (e.g. complete
construction site). In contrast, the second visualization level
L1 provides more detail that will lead to clutter in an overview
visualization. The falloff in detail of the visualization levels
makes the transition between the first and the second level a
perfect candidate for Overview&Detail techniques.We provide
two techniques for transitions between overview and detail
visualizations:

e Zooming interface

o World in Miniature (WIM)

The zooming interface allows the user to zoom out of
their current view. For this purpose, the user either leaves
the AR view and zooms out to a virtual overview (Figure
19) or zooms out of the current position using an extended
view visualization [43]. The extended view visualization still
provides the AR overlay, but based on a simulated wider
angle of view, similar to the egocentric panoramic view of
Mulloni et al. [44]. The wide angle of view allows the user
to inspect objects that are not in their current field of view.
Based on the amount of zooming this provides an overview of
the scene where the user can inspect multiple objects at once.
If the distance exceeds a defined threshold, we assume that
the interest in detailed information vanishes. Accordingly, we
switch to the overview level LO and present the more abstract
representations of the scene objects. Thus, the user receives
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Fig. 18. Object time overview visualization: providing information about multiple points in time for a single object. The different points in time are thereby
color coded. Left) Height Lines showing different heights of the wall at different points in time. Middle Left) Geometric Completion shows the completion
in geometric reference to the wall. This provides a summary which parts of the wall were added at which time. Middle Right) Completion diagram showing
the average completion for multiple points in time. Right) Block diagram showing the average completion of the wall for multiple points in time.

Fig. 19. Overview&Detail techniques. Using an extended field of view for
providing a scene overview.

not only a spatial overview but also an overview in terms of
provided information.

In the WIM visualization, a bird’s eye view provides the
user with an overview of the scene, while at the same time
showing the information from the second visualization level
L2 in the main view. With this tool the user can select a point
of interest that determines the look-at vector of the camera.
Finally, the camera is translated away from the scene using
the up-vector of the scene.

In contrast to the techniques described previously, for the
transition between L1 and L2 visualizations, the full scale
of the visualization is critical for their interpretation. Thus,
spatial Overview&Detail techniques are not suitable. Neither
are temporal Overview&Detail techniques suitable, since they
are subject to change blindness [39]. In order to address these
issues, we apply Focus&Context techniques to combine the
visualizations in a single view:

o Overlay: presents both overview information and detail
information in one view as an overlay using blending.

e 2D sliders: allow for separation of the focus and the
context region. Visualize the time overview on one side
and the detail object information on the other side (Figure
20, Left).

« Magic lenses: The area inside the magic lens displays
virtual representation from a former point in time, while
its context area shows the abstract information about
multiple points in time (Figure 20).

« Distorted View: View distortion techniques enlarge the
focus area and reduce the context area of a visualization
[45]. We adapted this technique to embed detailed object
information of one point in time while showing a com-
pressed overview of the relative changes in the same view
(Figure 21).

Fig. 20. Transitions between visualization levels with a 2D Slider and a
Magic Lens. Left) Side-by-side visualization of time overview information
and object detail. Right) The magic lens area provides a detailed view on a
scaffold used to built the wall.

For more details and information about the implementation
of 4D visualization techniques please refer to [46].

VII. INTERACTING WITH THE PHYSICAL WORLD

This is of particular relevance for construction site related
tasks. For instance, for construction site monitoring, it is often
important to understand spatial dimensions in greater detail.
This can be supported by interactive surveying tools. Further-
more, for documentation purposes it is often advantageous
to store annotations which correspond to physical objects. If
these annotations can be stored not only as notes, but also
within the spatial context of the physical environment, this
often makes it easier to access the information when inspecting
the area of interest later on. In the following, we will describe
interactive tools that we integrated into the mobile AR client
for surveying and for annotating the physical environment on-
site. Both interactive techniques require the availability of a
3D representation of the physical environment. This can be
achieved using the 3D Reconstruction Client as described
previously.

A. Surveying

The main goal of a surveying task is to measure the
dimensions of an object in the user’s proximity. Traditionally,
for surveying, the user has to make use of a set of additional
devices such as a laser measurement device. Since our AR
system has access to a 3D representation of the physical
environment, we can provide an interactive tool that takes
these measurements within the AR view. In order to survey an
object the user has than to select a point in space by clicking
this point in the 2D view space. Based on this 2D coordinate
and the known transformation of the AR client, we compute a
ray in 3D in relationship to the physical environment. The 3D
ray is then used to compute the 3D intersection point with the
3D representation of the environment. Finally, we use this 3D
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Fig. 21. Transitions between visualization levels with distorted view. Left) Average Completion Diagram. Middle and Right) By selecting a point in time
within the completion diagram the user gets a detailed visualization of the wall at the point point in time he selected. To provide still the abstract information,

the completion diagram is distorted and presented in the same view.

e

replace

Fig. 22. Interactive techniques. Left) AR surveying of a window. Right) AR
annotations used to store annotations spatially aligned to the building.

coordinate as a first surveying point and highlight it in the AR
view. We can either display the geo-referenced position of this
surveyed point or use it to compute dimensions of objects of
interest. For instance, in Figure 22 (Left), the interactive input
is used to determine the width of a window. For this purpose,
the user selects multiple points and for each pair of points the
dimension is then displayed in the AR view.

B. Annotations

While surveying tasks are usually used to get immediate
feedback, annotations are mostly used to leave information
for later usage or to exchange information with other users.
Regarding construction site documentation, interactive anno-
tation tools can be used to store information right next to
the annotated object. For instance, in Figure 22 (Right) we
show an example where a building is annotated with a series
of suggestions for modifications. The main idea is that the
construction site staff responsible can store these suggestions
directly on the object suggested for modifications. Workers can
then access this information later on directly on site. In order to
be able to place these annotation in relationship to the object of
interest, we again need a 3D point in the environment similar
to the surveying techniques. Thus, we compute an intersection
point with the 3D representation and put a text object at this
3D input position.

VIII. CONCLUSION

In this paper, we introduced an approach for using Aug-
mented Reality for on-site construction site monitoring and
documentation. Our approach combines aerial vision with a
mobile AR interface and thus allows relevant information to
be accessed directly on-site. In order to achieve this, we devel-
oped methods for aerial data capturing and 3D reconstruction.
Furthermore, we introduced methods to post-process this data.

Using the reconstructed data and external sensors, we are
able to register the mobile AR setup in relationship to the
physical world. For this purpose, we implemented different
techniques that either use additional sensors, such as GPS
and IMU or are purely vision-based. Having the data and
the registration available, we can visualize the progress infor-
mation for documentation and monitoring purposes directly
on site. In this context, we developed a set of visualization
techniques that address the special needs for the visualization
of progress information. Finally, we discussed method of
annotating and surveying objects within the AR environment.
With this approach combining different components, we were
able to show that AR can support the documentation and
monitoring of construction sites.

We tried the approach in several field tests to learn more
about the suitability for outdoor usage and robustness of
the registration techniques. These field tests were performed
during different seasons and day times. We experienced that
the registration techniques are working robustly under differ-
ent lighting and environmental conditions. Furthermore, we
received first feedback from our partner company confirming
the high potential for various future business.

However, there are still some unresolved issues. So far we
have only included multiple as-built datasets into our visual-
ization. Another interesting aspect here is how to make use of
change detection methods. For instance, Golparvar-Fard used
a voxel-based labeling to automatically detect progress [12].
This kind of information is important in order to be able to
highlight important changes in the construction environment.
For future work, we plan to integrate change detection data
to support our visualization. Another issue is the availability
of data. While 4D BIM data is already an important topic
regarding the storage of the life cycle of buildings, a lot of
construction companies still work with 2D maps. In order
to address this issue, we proposed a method for converting
data into a 3D representation, However, having 4D as-planned
data available allows for more possibilities such as the direct
comparison to the as-built status at selected points in time.
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