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Abstract

There is a lack of reproducibility in the re-
sults of experiments that apply the APPRAISAL
taxonomy. APPRAISAL is widely used by lin-
guists to study how people judge things or peo-
ple. Automating APPRAISAL could be benefi-
cial for use cases such as moderating online
comments. Past work on APPRAISAL anno-
tation has been descriptive in nature, and the
lack of publicly available data sets hinders the
progress of automation. In this work, we are
interested in two things; first, we are interested
in how well humans can reproduce the anno-
tation of APPRAISAL of the Australasian Lan-
guage Technology Association (ALTA) data
set. We employed four annotators, each with
a similar cultural and linguistics background
to reannotate the data set. Second, we are in-
terested in measuring the performance of the
existing automated approaches to APPRAISAL
classification. Our results show a poor level
of agreement at more detailed APPRAISAL cat-
egories (Fleiss κ = 0.059) and a fair level of
agreement (κ = 0.372) at coarse-level cate-
gories. We find similar results when using
automated approaches that are publicly avail-
able. Our empirical evidence suggests that, at
present, automating APPRAISAL classification
is practical only when considering coarse-level
categories of the taxonomy.

1 Introduction

With the rising popularity of social media plat-
forms, such as Twitter and Facebook, we are ex-
periencing an unprecedented surge of unstructured
textual discourse ready to be analysed (Gundecha
and Liu, 2012). Supervised learning in Natural Lan-
guage Processing (NLP) has helped us extract the
richness of the information found in these texts for
purposes such as sentiment analysis (Zhang et al.,
2018), hate-speech detection (Schmidt and Wie-
gand, 2019), and question answering (Shah et al.,

2019). The training task within supervised learn-
ing requires high-quality annotated data in order to
perform well (Ramas et al., 2021).

Supervised learning can apply theories of evalu-
ative language (Bateman et al., 2019). With high-
quality annotated data, we are confident that the
task of identifying phrases of evaluative language
can be automated. Evaluative language allows us
to analyse how we express our feelings, our assess-
ments of people, situations and objects (Benamara
et al., 2017). As evaluative language is such a large
and intricate discipline, herein we restrict ourselves
to just the APPRAISAL1(Martin and White, 2003)
taxonomy within it.

APPRAISAL gives linguists a systematic ap-
proach to evaluating language such as identifying
and understanding how people make judgements
about things (people and objects). The taxonomy
has been widely used by linguists to analyse the
language choices and attitudes used by writers in
order to express their stances (Chen, 2022) in vari-
ous media such as in news biographies, examiners’
reports and tweets (Starfield et al., 2015; Ross and
Caldwell, 2020; Su and Hunston, 2019).

Looking forward, APPRAISAL could be used
to automate the moderation of online comments
(Cavasso and Taboada, 2021); in spite of automa-
tion, human moderators continue to be required for
the final judgement call on some comments (Ghosh
et al., 2011).

The task of reading a comment (and analysing
the language) is known to have a negative psy-
chological impact on moderator’s mental health
(Steiger et al., 2021). Sullivan (2022) argued that
the impact on human moderators could be lowered
by reducing the number of comments they read.
For example, if a comment is identified as having
legal implications (based on APPRAISAL analysis),

1Small caps are used to distinguish technical, linguistic
terms from their use in common parlance.



the comment could be automatically rejected, or
flagged for legal review.

To date, much of the research in APPRAISAL

annotation has been descriptive in nature (Fuoli,
2018; Fuoli and Hommerberg, 2015). Fuoli (2018)
proposed a structured approach known as the step-
wise approach, however it stops short of providing
guidelines to future researchers and has not been
quantified. If there are to be robust data sets for
studying APPRAISAL then it is necessary to quan-
tify the quality of the data sets already available, ex-
amine the practices involved in acquiring them, and
strive to improve the techniques in a well grounded,
measurable way.

We focus the scope of this work on just the
JUDGEMENT subbranch of the APPRAISAL tax-
onomy because there is publicly available data
provided by the Australasian Language Technol-
ogy Association (ALTA) for their 2020 Shared
Task Challenge (Mollá, 2020). Figure 1 shows
the part of the APPRAISAL taxonomy that focuses
on JUDGEMENT and where it fits in the hierarchy.
In this paper, we investigate the following research
questions: 1) the reproducibility and the reliabil-
ity of humans annotating JUDGEMENT sentences,
and 2) the effectiveness of automated approaches
to classify JUDGEMENT.

In order to answer our research questions, we
first employed four annotators, each with a linguis-
tics background, to re-annotate the ALTA data set.
Our experiments demonstrate significant levels of
disagreement between the annotators at Level 4 of
the APPRAISAL hierarchical taxonomy (Fleiss κ =
0.089) as opposed to the more consistent results
at Level 2 of the taxonomy (κ = 0.558). We then
compare the performance of three different systems
submitted to the ALTA challenge. We observe a
similar, relative effect: A κ score of 0.031 at Level
4 and 0.206 at Level 2.

Our qualitative analysis of the assessments
shows that categorising the exact type of JUDGE-
MENT can be difficult, as what constitutes morality
(a part of JUDGEMENT) is subjective—foresight
and background context are required.

We aim to encourage further research into the
application of the APPRAISAL taxonomy that is
reproducible. This would collectively support our
goal to build robust automated approaches to aid
SFL practitioners in handling large datasets. To aid
in future research, we have made our annotations
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Figure 1: JUDGEMENT branch of the APPRAISAL hier-
archical taxonomy (in context, and adapted from (Stew-
art, 2015, p. 3).)

and experimental data publicly available.2

2 Related Work

The APPRAISAL taxonomy was originally devel-
oped by Martin and White (2003) and it is used
by linguists to study discourse across a diverse
range of genres (Chen, 2022). APPRAISAL cap-
tures the evaluative meaning (opinion) of the per-
son who wrote a piece of text toward another per-
son or an object. This taxonomy is widely used
for many tasks including analysing biographies (Su
and Hunston, 2019), Donald Trump’s tweets (Ross
and Caldwell, 2020), investigating online reviews
of South Park (Paronen, 2011), advertising messag-
ing (Beangstrom and Adendorff, 2013) and PhD
examiners’ reports (Starfield et al., 2015).

There are five levels in the APPRAISAL taxon-
omy (Figure 1). The levels indicate the granular-
ity of the categories. At Level 1, there are three
categories: ATTITUDE (emotions, ethics and aes-
thetics), GRADUATION (how ATTITUDE is being
used in a sentence) and ENGAGEMENT (writer’s
openness for negotiation). The ATTITUDE branch
can be broken down further into AFFECT (emo-
tions), JUDGEMENT (ethics) and APPRECIATION

(aesthetics). The branch of JUDGEMENT is fur-
ther divided into SOCIAL ESTEEM and SOCIAL

SANCTIONS. SOCIAL ESTEEM deals with admi-
ration and criticism of people, without any legal
implication. This branch is further subdivided into
NORMALITY (how closely one follows the norm
of the society), CAPACITY (how capable the per-
son is) and TENACITY (how dependable the person
is). SOCIAL SANCTIONS on the other hand deals
with the behaviour of a person that has a legal or

2https://github.com/prasys/
appraisal-annotation-coling2022

https://github.com/prasys/appraisal-annotation-coling2022
https://github.com/prasys/appraisal-annotation-coling2022


Text Classification

I am beyond mad that I lost track of a brown spider in my brown carpet. Where did you go? CAPACITY

Feels like I lost my best friend #lost #fml #missingyou NORMALITY

@alour @jkramon1313 you should force your neighbours to pay that! Those people have some
nerve!!! #Victim

PROPRIETY

I feel like a burden every day that I waste but I don’t know how to get out of this CAPACITY,VERACITY

Instagram seriously sort your sh*t out. I spent ages writing that caption for you to delete it and
not post it!! #fume #instagram

None

I am about to be a coward and I feel terrible. But I can’t even face this VERACITY

Table 1: Example Tweets from the ALTA data set (Mollá, 2020) and their classification under the JUDGEMENT
branch of the APPRAISAL taxonomy.

moral implication. This branch of the taxonomy is
further divided into VERACITY (how truthful one
is) and PROPRIETY (how ethical the person is).
Some examples of tweets and where they fit within
JUDGEMENT are given in Table 1.

There is a substantial amount of work on build-
ing automated approaches to applying JUDGE-
MENT classification to text (Argamon et al., 2007;
Bloom and Argamon, 2010; Whitelaw et al., 2005;
Neviarouskaya et al., 2010; Taboada et al., 2011).
Most of this work focuses on using a combination
of machine learning approaches and a hand-built
lexicon. For instance, Argamon et al. (2007), con-
structed lexicons from the seed words of Martin
and White (2003) and apply Naive Bayes and Sup-
port Vector Machine (SVM) classifiers to the task.
They obtain an F1 score of 0.345. One of the ma-
jor drawbacks of these past approaches is that the
APPRAISAL terms in the lexicons were selected
based on researchers’ intuition, and it is unclear
what these intuitions were. Worse, the lexicons do
not appear to be publicly available, thereby making
it impossible to reproduce the experiments.

The lack of publicly available APPRAISAL data
resulted in a stall in research, but recently the
Australasian Language Technology Association
(ALTA) organised a shared task and encouraged
participants to build an automated system to iden-
tify the subclasses of JUDGEMENT used in tweets
(Mollá, 2020). They made their data publicly avail-
able.3 The results of the shared task were under-
whelming, with the best system obtaining an F1

score of 0.155 (Aroyehun and Gelbukh, 2020). In
reaction, we sought to determine whether humans
found this task equally difficult.

Prior work in this area by Read and Carroll

3https://www.kaggle.com/c/
alta-2020-challenge/

(2012), used two annotators to annotate a book
corpus and obtained an F1 score of 0.434 at Level
4 of the APPRAISAL taxonomy, as opposed to an
F1 score of 0.532 at Level 1 of the APPRAISAL

taxonomy. Their data do not appear to be publicly
available.

Ross and Caldwell (2020) discovered that tweets
contain a higher proportion of JUDGEMENT words
than AFFECT and APPRECIATION words. JUDGE-
MENT in tweets is especially insightful to an or-
ganisation interested in brand reputation, as an in-
creasing number of consumers are using Twitter
to recommend brands to their friends (Vidya et al.,
2015). Knowing how a product is being judged can
bring insights to an organisation on how that prod-
uct might be improved. Collectively, these studies
highlight the importance of evaluating the reliabil-
ity of humans can perform the classification and
compare the performance with existing approaches.

3 Data set and Annotation

3.1 Data set

We consider the data set from the ALTA 2020
Shared Task (Mollá, 2020). The data set was origi-
nally sourced from the SemEval 2018 AIT DISC
data set (Mohammad et al., 2018). The ALTA data
contains 300 tweets that have been annotated by
two linguists, one from the University of Wollon-
gong and the other from the University of New
South Wales, and then verified by two other lin-
guists from the same two universities. The data
is then split into 200 tweets for training and the
remaining 100 tweets for the testing portion. Each
tweet was annotated with one or more categories
of Level 4 of the APPRAISAL taxonomy. Some
examples are given in Table 1.

https://www.kaggle.com/c/alta-2020-challenge/
https://www.kaggle.com/c/alta-2020-challenge/


3.2 Annotation
In order to measure the reproducibility of the anno-
tation process we re-annotated the test portion of
the ALTA data set.

By using the test set it was possible to use the
training set as guidelines for our annotators, and
also to compare the performance of runs submitted
to the shared task on multiple sets of annotations.

Annotation for JUDGEMENT is non-trivial and
requires an understanding of linguistics. Because
of this complexity we employed four human anno-
tators each with a background in linguistics.4 All
annotators are native English speakers and New
Zealanders. The detailed background of the anno-
tators is as follows:

• a—an associate professor with 20 years of
teaching experience in a languages depart-
ment at a university in New Zealand,

• b—a graduate student in linguistics currently
studying for a Master’s in Linguistics at a uni-
versity in New Zealand,

• c—a final year undergraduate student work-
ing towards a degree in applied linguistics at
a university in New Zealand, and

• d—a professional language translator and in-
terpreter in New Zealand with over 10 years
of experience.

In addition to these four, we have the reverse
engineered golden data set denoted (g).5

All annotators were aware of the Systemic Func-
tional Linguistic (SFL) theory, which forms the
basis of the APPRAISAL taxonomy. However, we
also provided the set of guidelines from Martin and
White (2003) and the 200 labelled tweets from the
training set. Following the recommendations of
Fuoli (2018), all annotators worked independently
and were of similar cultural and ideological back-
grounds. The annotators classified each tweet into
one or more of the five categories of Level 4 of the
APPRAISAL taxonomy in Figure 1, or marked the
tweet as None if the tweet was not JUDGEMENT-
bearing. Some tweets contained sensitive content,

4We obtained ethical approval from University of Otago
Ethics Committee (Approval No: D20/334).

5We contacted the organisers of ALTA Task in order to
obtain the test set annotations, however the organisers were
not able to release the data. We then reverse engineered the
annotations by submitting controlled runs to the competition’s
automated scoring platform—something that was done with
the full knowledge of the task organisers.

so we provided a Skip option, but it was not used.
Each annotator was given two hours to complete
the task but all finished in under an hour. We did not
ask the annotators to identify JUDGEMENT-bearing
terms and leave this for future work.

Level Without g With g

0–2 0.558 0.372

3 0.211 0.182

4 0.089 0.059

Table 2: Fleiss κ score between our annotators with and
without g at different levels of the APPRAISAL taxon-
omy.

κ Agreement

<0 Less than chance
0.01–0.20 Slight
0.21–0.40 Fair
0.41–0.60 Moderate
0.61–0.80 Substantial
0.81–0.99 Almost perfect

Table 3: Interpretation of κ scores (adapted from Lan-
dis and Koch (1977)).

4 Human Agreement Level

Annotating JUDGEMENT is difficult as sentences
can contain varying degrees of objectivity and sub-
jectivity. How these subjective sentences are fi-
nally classified can depend on the background of
the annotator (Wiebe et al., 2005; Read and Car-
roll, 2012). To reduce subjectivity, we follow the
recommendations of Read and Carroll (2012) by
annotating and reporting the scores at a tweet level
(sentence level). We calculate the agreement levels
based on the Fleiss κ score and mean F1 score.

Fleiss κ was chosen as it is appropriate when
the given task is subjective (Waseem, 2016; Alm,
2011), but recent work by Delgado and Tibau
(2019) recommends avoiding just κ when com-
paring the performance of automated approaches
due to the kappa paradox (Feinstein and Cicchetti,
1990; Cicchetti and Feinstein, 1990). The kappa
paradox arises because the κ statistic accounts for
agreement by chance—which is low for machine
learning approaches that closely follow the pat-
terns in the training data. It is, thus, important
to consider F1 when comparing the performance



Level (a,b) (a,c) (a,d) (a,g) (b,c) (b,d) (b,g) (c,d) (c,g) (d,g)

0–2 0.877 0.875 0.870 0.535 0.963 0.958 0.580 0.985 0.559 0.555

3 0.648 0.672 0.628 0.391 0.737 0.690 0.475 0.686 0.476 0.370

4 0.402 0.421 0.380 0.221 0.401 0.397 0.196 0.317 0.245 0.132

Table 4: Mean F1 score between annotators at various levels of the APPRAISAL taxonomy.

of automated approaches. F1 has also been used
in previous work (Mollá, 2020; Read and Carroll,
2012; Argamon et al., 2007).

Table 2 shows the Fleiss κ score of our annota-
tors when we include and do not include the golden
data set6. Note that Levels 0, 1 and 2 of the AP-
PRAISAL taxonomy are collapsed to Levels 0–2
because we have only annotated JUDGEMENT and
below. To interpret the values of κ, we follow the
guidelines by Landis and Koch (1977) that have
been widely adopted in this research area and are
reproduced in Table 3.

In line with the findings of Read and Carroll
(2012), our annotators’ agreement scores drop as
the APPRAISAL classification moves from Level 0
towards Level 4. We explore some of the factors
behind this in Section 7.

At Level 4, if we were to include the golden set,
g, as an annotator, there is a substantial level of
disagreement among the annotators. Similarly, at
Level 3, (SOCIAL ESTEEM versus SOCIAL SANC-
TIONS), we see that our annotators still have a low
agreement. However, at Level 0–2, we see mod-
erate agreement between the annotators when the
golden data set is not included, and a fair agreement
level when the golden data set is included.

Table 4 shows the results when using the mean
F1 score. There we see the scores across annotators
are very high at Level 0–2 (with the exception of
comparing our annotators with g). As with the
κ scores, we see that the scores go down as we
traverse through the APPRAISAL taxonomy.

The difference between F1 and κ scores demon-
strates the importance of reporting both scores.
Reporting F1 alone gives the impression that this
task is easy (has a high level of agreement) but the
F1 score does not take into account classifications
that could have occurred by chance. The κ scores
suggest that the task is difficult (has a low level
of agreement) at Level 4 of the taxonomy. This
sheds light as to why the automated approaches

6We built the collective agreement (intersection) set but
found the scores dropped further.

that were built by the participants of the ALTA task
performed poorly (Mollá, 2020), as we find even
humans disagree at Levels 3 and 4.

5 Classifiers’ Agreement Level

In this section, we discuss our experiments for mea-
suring the effectiveness of automated approaches.
We consider all three systems that were used to sub-
mit runs to the ALTA 2020 Shared Task because
the source code to these is publicly available, and
we were able to gain access to the submissions. We
did not compare to earlier systems as neither they,
nor their word lists, nor the data they trained on are
publicly available.

The systems we used are as follows:

• NLP-CIC (Aroyehun and Gelbukh, 2020):
An ensemble of logistic regression and
ROBERTA classifier.

• OrangutanV2 (Parameswaran et al., 2020):
An ensemble of two ALBERT classifiers.

• NITS (Khilji et al., 2020): An ensemble of
XGBoost and decision tree classifiers that use
pre-trained BERT embeddings.

Mean F1 scores of each tweet against g are re-
ported in Table 5. The performance of these sys-
tems against g is lower than the performance of
our annotators against g (e.g., (a,g) in Table 4).

This is hardly surprising, since the systems were
trained on a limited amount of data, but the anno-
tators were able to draw from years of experience.
Nonetheless, NLP-CIC and OrangutanV2 are able
to distinguish JUDGEMENT from non-JUDGEMENT

fairly accurately at Level 0–2. NITS may be failing
due to the use of XGBoost which is susceptible to
outliers, and certainly produces results that differ
from the transformer-based models of NLP-CIC
and OrangutanV2.



Level NLP-CIC OrangutanV2 NITS

0–2 0.605 0.558 0.384

3 0.407 0.389 0.258

4 0.157 0.155 0.132

Table 5: Mean F1 scores of the automated approaches
at each level of the APPRAISAL taxonomy.

6 Performance of Humans and
Classifiers

We then proceed to compare the performance of
human annotators with the automated approaches.
We are interested in knowing at which level of
the APPRAISAL taxonomy is there a significant
difference between the performance of a human
and of a machine.

We picked the best performing human annota-
tor who obtained the highest F1 score against the
golden data set at every level to be evaluated (c).

We determined that scores of c for each
tweet are not normally distributed by running the
Shapiro–Wilk test (Royston, 1992) and obtaining a
p-value of 0.0466 (not normally distributed at the
significance level of p < 0.05).

Knowing that the data are not normally dis-
tributed we chose the Wilcoxon signed-rank
test (Woolson, 2007) to test for significant differ-
ences between c and each automated system. We
ran the test after removing ties, which minimises
type one error (McGee, 2018).

Level NLP-CIC OrangutanV2 NITS

0–2 0.198 0.221 0.314

3 0.102 0.113 0.214

4 0.038∗ 0.042∗ 0.095

Table 6: p-values of Wilcoxon signed-rank test. Aster-
isks (∗) denote statistical significance at (p < 0.05).

We present our results in Table 6 which shows
the p-values from each test. Our analysis shows
that there is a statistically significant difference be-
tween c and two of the three systems (NLP-CIC
and OrangutanV2) at Level 4 of the APPRAISAL

taxonomy. However, we find that there are no sta-
tistically significant differences at Levels 0 through
to 3. Our evidence suggests that at levels closer to
0, the performance of machines and humans are
comparable. However, we cannot confidently say

Level Without g With g

0–2 0.120 0.206

3 0.094 0.105

4 0.007 0.031

Table 7: Fleiss κ score between automated approaches
and with g at various levels of the APPRAISAL taxon-
omy.

so, as our effect size (d = 0.15) is very small. We re-
port our Fleiss κ scores in Table 7. The agreement
levels are low, a similar finding to that of Delgado
and Tibau (2019).

This may be because these models are based on
BERT, and thus they share similar characteristics
and produce similar results.

7 Qualitative Analysis

Observing the high level of disagreement among
annotators and g (mean κ at Level 4 being 0.199),
we examined each disagreement in turn. They all
fall into two categories:

• Category 1—our assessors do not agree with
each other, and g chooses None,

• Category 2—our assessors agree with each
other, but not with g. This is only seen at
Level 4 of the taxonomy.

Consider the following Category 1 example:

“Absolutely love @unqualified but can’t
listen to it during my commute on the
subway because I burst out laughing and
people stare! .”

Annotators a, c and d marked this NORMALITY

while a and b marked it CAPACITY (a marked it
twice). The golden assessor, g, marked it None.
When we apply the APPRAISAL taxonomy manu-
ally, we observed that the first part of the sentence

“absolutely love @unqualified but can’t listen to it
during my commute on the subway” being AFFECT,
however in the second part “because I burst out
laughing and people stare” is JUDGEMENT.

We believe this sentence does contain JUDGE-
MENT. In many societies, laughing loudly on a
train is considered rude, as is listening to music
loudly. We agree with the majority of our annota-
tors that this warrants classification as NORMAL-
ITY, and if we follow the methodology of Fuoli



(2018), this tweet falls into both categories. All of
the automated approaches also predict NORMAL-
ITY. Our analysis shows three instances of Cate-
gory 1. Although, from our visual inspection, these
sentences contain JUDGEMENT, we are not sure
why g chose None (and we have no way to investi-
gate this).

As an example of Category 2:

“So disappointed in myself for spending
£50 on an outfit for meeting a boy #no-
selfcontrol #nervous .”

Annotator g tagged this NORMALITY, disagreeing
with all the other annotators who marked it CA-
PACITY. There are two ways that the sentence can
be interpreted, for our annotators, they view the
person as not being capable of controlling their
impulses to purchase an outfit for their date. As for
g, the annotators plausibly view it as NORMALITY

as it was normal for people to be in their best outfit
and behaviour when they are out on a date, thus it
was normal to spend money on a dress. We believe
that both of these categories are correct, especially
as there are no well-defined criteria to distinguish
between CAPACITY and NORMALITY. To address
this issue, we suggest clarifying annotation guide-
lines given to the assessors, and the criteria used
to distinguish the different JUDGEMENT categories.
All of the automated approaches predicted PRO-
PRIETY. This is likely to be due to the lack of
data—there is only one example in the training
data set that has a sentence similar to the sentence
above: “Incredibly shocked and disappointed with
@united customer service. Really making me re-
think flying with them in the future. #unhappy”.
That sentence is marked as PROPRIETY. Our find-
ings reflect the findings of Tayyar Madabushi et al.
(2019), who have demonstrated that BERT fails to
generalise properly when training and test data are
significantly dissimilar even though these data sets
are very similar in nature. There are four instances
of category 2 disagreement.

Another explanation for discrepancies between
our annotators and g is that annotating tweets is
tricky because the tweeter and the annotator are
subject to different cultural and personal views of
what JUDGEMENT is. The data we use consists
of tweets from different individuals and we have
different individuals assessing them, thus we can
expect high levels of disagreement. By compari-
son, the work of Ross and Caldwell (2020), applies

APPRAISAL theory to tweets from one individual
(Donald Trump), and so the assessors are able to
better understand the message behind the tweet.
This could be the reason why much of the previ-
ous work on APPRAISAL has focused solely on a
particular topic or person and not a generalised sit-
uation. One way to address discrepancy among
annotators is for the annotators to meet and discuss
differences—and to improve the assessment guide-
lines by writing clear-cut criteria for distinguishing
difficult cases. We hope to see more diversified
data sets released in the future so that we can vali-
date the generalisability of automated JUDGEMENT

approaches.

8 Recommendations & Limitations

Our analyses show that: 1) Annotating Level 4
of JUDGEMENT categories is challenging as there
is ambiguity in the interpretation of the text; and
2) The evaluation and the reasoning presented in
the APPRAISAL literature are very rarely complete.
The latter can be addressed by making the data
sets publicly available and also sharing the assump-
tions and annotation guidelines. It is paramount to
have these guidelines as it helps reproduce research
results.

Moreover, sharing these rules would make it
easier to automate approaches that classify AP-
PRAISAL-bearing sentences. By addressing these
gaps, we believe that annotating Level 4 of AP-
PRAISAL would be clearer, although how the rules
differ or are similar from one data set to another is
yet to be seen.

Our work has limitations. Our data set is small
and focuses solely on Twitter and the JUDGEMENT

branch of APPRAISAL. We find that performing
discourse analysis can be challenging especially
when it is related to judging the morality of a person
from a single tweet. This can surface different
perspectives based on different assumptions based
on a tiny piece of text (Lachmar et al., 2017).

We evaluated our automated approaches using
systems built for the ALTA Shared Task. All of
these models were based on BERT and we believe
that these models can be further improved by fine-
tuning, which has been shown to improve perfor-
mance elsewhere (Xin et al., 2021). Another plausi-
ble cause of the poor performance of these models
is that the data set that was trained on and evaluated
on was small, and thus was likely to contain bias.

As a direction for future work, it would be inter-



esting to revisit some of the techniques from earlier
work mentioned in Section 2. Of course, the lex-
icons would need to be reproduced as closely as
possible, but we hypothesise that the deep learning
models could be further improved by using such
techniques.

9 Conclusions

In this study, we investigated two topics: (1) re-
producibility and the reliability of a popular SFL
taxonomy, APPRAISAL, focusing on JUDGEMENT

annotation, and (2) the effectiveness of automated
approaches to assessing JUDGEMENT. To carry out
our investigation in a systematic manner, we em-
ployed four linguists to carefully re-annotate the
publicly available ALTA 2020 Shared Task data
set and used three publicly available, automated
approaches. We then performed experiments quan-
tifying and evaluating the performance of our an-
notators and automated approaches.

We find a low level of agreement when anno-
tating JUDGEMENT despite using annotators with
linguistics backgrounds. We obtained a Fleiss κ
score of 0.059 when using Level 4 (most detailed
categories) within the APPRAISAL’s hierarchical
taxonomy as opposed to 0.372 when using Level 2
(coarse-grained categories).

We find a similar pattern with the automated ap-
proaches. We obtain a Fleiss κ score of 0.031 at
Level 4 and 0.206 at Level 2 of the taxonomy. Al-
though the low κ score in automated approaches is
attributed to the nature of κ statistical penalising
agreement not occurring by chance, our F1 score
(0.605 at Level 2 and 0.155 at Level 4) supports
our earlier findings that humans find classifying
JUDGEMENT to be difficult. Furthermore, we find
that there is no statistical significance between the
performance of our best performing annotators and
of the best performing system when working with
Level 2 category of the APPRAISAL taxonomy, thus
we argue that automation of JUDGEMENT is possi-
ble at this level as automated systems are already
performing at human levels.

Our analyses sheds light on the challenges in
reproducibility of APPRAISAL annotation. We be-
lieve that the poor scores of human annotators and
automated approaches are due to a multitude of
factors including the lack of publicly available data
sets (examples), the absence of details such as prior
assumptions made by the annotators, and the lack
of generally available clear and concise annotation

guidelines.
We have publicly released our data and analy-

sis to encourage more research into APPRAISAL.
We believe that the application of APPRAISAL to
tweets and other discourse will enable the appli-
cation of APPRAISAL to other domains (such as
eCommerce).
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