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Abstract—Optical Network on Chip (ONoC) is a promising
technology for the next-generation many-core chip multiproces-
sors owing to its tremendous advantages in low power consump-
tion, low communication delay, and high bandwidth. In this paper
we present WRH-ONoC, a novel wavelength-reused hierarchical
architecture that is capable of interconnecting thousands of cores
using a limited number of wavelengths while providing extremely
high-throughput data communication between connected cores.
In WRH-ONOoC, the cores are divided into small subsystems that
are interconnected using multiple \-routers and gateways in a
hierarchical manner. Each \-router can provide non-blocking
parallel communication among the directly connected cores or
gateways, and all \-routers can reuse the limited number of avail-
able wavelengths. Communications between cores in different
subsystems are routed via gateways in which optical signals can
change their wavelengths via optical-electrical signal conversions.
For a given number of cores, we give the minimum number of
levels, \-routers, and gateways required to interconnect these
cores, and derive the expected end-to-end data communication
delay under the Uniform-Poisson traffic pattern. Both theoretical
analysis and simulation results demonstrate that WRH-ONoC
can achieve significant improvement on performance and reduc-
tion on hardware cost in comparison with the existing solutions.

Index Terms—On-Chip Communication, ONoC, \-Router.

I. INTRODUCTION

Today’s processor development has moved to many cores
on a single chip, e.g., 80 cores in Intel Teraflops chip and 192
cores in CSX700 Processor. It was predicted that thousands or
even more cores will be integrated on a single chip in the next
decade [1]. With the rapid development of high-speed cores,
the conventional electrical approaches for interconnection are
no longer able to meet the requirements of high throughput
and low power consumption for inter-core communications.
Recent advances in CMOS-compatible on-chip photonics have
led to the development of Optical Network on Chip (ONoC), a
silicon-based optical interconnection among cores at the chip
level, as an attractive solution to overcome the limitations of
conventional electrical interconnects [2]. Recently, Intel has
announced the use of silicon photonic architectures to define
the next generation multi-core processors and servers [3], and
demonstrated its first inexpensive optical chip in 2013. With
the help of Wavelength Division Multiplexing (WDM), mul-
tiple independent signals can be simultaneously transmitted
through a single optical waveguide by using different wave-
lengths, thereby enabling extremely low communication delay
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and high throughput. However, optical interconnection also
suffers from some limitations, such as the lack of optical buffer
and processing logics, limited chip area, limited number of
wavelengths (a maximum of 62 wavelengths for an MR-based
WDM interconnect assuming a 10 Gbps data rate with -20 dB
noise [4]), etc. All these limitations pose great challenges to
design the efficient and scalable ONoC architectures.

Current existing ONoC architectures can be classified into
two categories: () architectures for small-scale ONoCs using
bus, ring, crossbar, and multi-stage switching. For instance, A-
router uses 2x2 optical switching elements to construct a non-
blocking all-optical interconnection [5]. Kao et al. proposed
a photonic clos network for the fully interconnection of 64
cores [6]. However, these architectures cannot be easily scaled
to a large system due to either severe resource contention
or high hardware cost. (ii) architectures that combine elec-
trical and optical interconnections for large-scale ONoCs.
Generally, these optical-electrical hybrid NoCs are composed
of two layers: an optical layer for communication and an
electrical layer for buffering and processing. For example,
in [7] Shacham et al. proposed a hybrid ONoC that uses
an optical circuit-switched network to transmit large data
messages with guaranteed bandwidth, and an electrical packet-
switched network to transmit small messages and control pack-
ets without occupying optical circuits. A path setup process is
required before each data transmission. Kurian et al. proposed
ATAC [8] that uses an electrical mesh network for intra-cluster
communication and an optical snake bus for inter-cluster
communication. Another hybrid architecture, Corona [9], uses
a photonic crossbar to fully interconnect 64 clusters with each
cluster having 4 cores connected by an electrical crossbar.
These architectures have better scalability, but still suffer from
severe resource contention when the system size increases.

The objective of this work is to design a scalable architec-
ture that is capable of interconnecting thousands of cores using
limited resources while still being able to provide desirable
performance. The key contributions are listed as follows:

o We propose a novel wavelength-reused hierarchical archi-
tecture for ONoCs that sustains the strength of A-router
in high-speed communication but offsets its weakness
in scalability. By dividing cores into subsystems and
connecting them using multiple A-routers in a hierarchical
manner, the limited number of wavelengths can be reused.
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o We analyse the minimum hardware requirement for con-
necting a given number of cores. Theoretical results
demonstrate that hardware requirement can be reduced by
~ 90% in comparison with the single A-router approach.

o We derive the expected end-to-end packet delay for the
traffic generated with Uniform distribution in space and
Poisson distribution in time.

o We carry out extensive simulations to evaluate the per-
formance of WRH-ONoC, and results show that our
scheme can achieve significant performance improvement
in compassion with the electrical-optical hybrid approach.

The rest of this paper is organized as follows. Section II

introduces some background on ONoCs. Section III presents
WRH-ONoC, and Section IV analyses the hardware require-
ment and performance of WRH-ONoC. Section V presents the
simulation results and the paper is concluded in Section VI.

II. BACKGROUND
A. Optical NoC

The fundamental building blocks of an ONoC include laser
sources, waveguides, microring resonators, optical routers,
modulators, and photodetectors. Laser sources generate optical
signals on which the information is modulated, and pho-
todetectors receive optical signals and convert them back to
electrical signals. Waveguides are on-chip light transmitting
medium whose propagation loss can be less than 1 dB/cm [10].
Microring Resonator (MR) is a compact and energy-efficient
optical filter that is designed to filter optical signals with a
specific wavelength (a wavelength can be thought of as a
color of light). As shown in Fig. 1(a), when the wavelength
of the input signal \; equals to the resonant wavelength A\, of
the MR, the optical signal couples into the MR and changes
its direction; otherwise the optical signal keeps the original
direction. MR is the basic component in the design of optical
routers and modulators. As illustrated in Fig. 1(b), optical
signals with different wavelengths can be filtered and routed
to different output ports based on the resonant wavelengths.
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Fig. 1. (a) Microring resonator; (b) A simple optical router.

Wavelength division multiplexing (WDM) is a technology
that can multiplex multiple optical carrier signals onto a single
waveguide by using different wavelengths, and the multiplexed
signal can be demultiplexed at the receivers using specific MR
filters. For a WDM-based photonic circuit, the aggregate data
rate can reach 200 Gbps over a 25 Gbps optical channel using
8 wavelengths [11].

B. \-Router

The A-router is a WDM-based all-optical network that can
provide non-blocking communication among the connected
ports [5]. Fig. 2(b) shows an 8-inputs x 8-outputs A-router. The
key component in a A-router is the 2-inputs x 2-outputs optical

switching element (OSE) designed based on MRs, as shown in
Fig. 2(a). When the wavelength of the input signal \; equals
to the resonant wavelength A, of the OSE, the optical signal
will couple into the MR and output from one port; otherwise
the signal will pass the OSE and output from another port.
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Fig. 2. A-router: (a) 4-port optical switching element (OSE); (b) 8-input
8-output connection architecture; (c¢) Wavelength matrix.

To achieve non-blocking communication among the con-
nected ports, an N X N A-router needs N waveguides and N
wavelengths. Assume that there is no communication between
input port I; and output port O; as they generally connect
to the same core. Therefore, the minimum number of OSEs
required for non-blocking communication among N connected
cores is [W] There are several different kinds of OSE
layouts for non-blocking communication. As illustrated by
Fig. 2(b), a straightforward approach is to place the OSEs
in N stages where the number of OSEs in stage i is [ ] if
7 is odd and L%j if 7 is even [12]. In each stage, all the
OSEs share the same resonant wavelength. The wavelength
used for communication between I; and O; is determined
by M; ;, where M is the wavelength matrix. For example,
according to the matrix given in Fig. 2(c), M2 3 = A4 and
My g = Aq. Thus the corresponding paths for communications
from 15 to Oz and I to Og use A4 and \; respectively,
as highlighted by dashed lines in Fig. 2(b). The wavelength
matrix should guarantee that each input port uses different
wavelengths to communicate with different output ports, and
each output port receives signals from different input ports
using different wavelengths. Hence, the A-router is a non-
blocking passive optical network since the wavelength matrix
is predefined and the communication path can be automatically
determined based on the wavelength used for communication.

The A-router has several advantages that make it promising
for ONoCs. (i) fully non-blocking communication: with N
waveguides and N wavelengths, there are Nx(/N—1) physical
channels that fully connect N cores (no self-to-self commu-
nication), thus maximizing the utilisation of waveguides and
wavelengths. (ii) broadcasting and multicasting: with WDM
technique, one core can broadcast/multicast packets to the con-
nected cores by using different wavelengths. (iii) low latency
and high bandwidth: each waveguide contains [N —1 optical
channels each using a different resonant wavelength, as shown
in Fig. 2(c). Thus, the aggregate bandwidth per waveguide
can achieve 10 x (N —1) Gbps if the bandwidth for each
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Fig. 3. An example of the wavelength-reused hierarchical ONoC architecture for connecting 160 cores using 25 wavelengths using 3 levels A-router.

channel is 10 Gbps [11]. (iv) customizability: a A-router can be
customized based on the application’s communication pattern
to reduce the hardware cost and energy consumption [13].
The major drawback of the A-router is its poor scalabil-
ity. The number of required waveguides and wavelengths is
linearly proportional to the router size, but the number of
required OSEs increases quadratically. This makes A-router not
suitable even for medium-sized ONoCs due to the limitation
on the number of available wavelengths and the difficulty in
integrating so many optical components in a limited chip area.

III. PRINCIPLE AND ARCHITECTURE

The key idea of our scheme is to combine hierarchical rout-
ing with wavelength reuse to sustain the strength of A-router
but offset its weakness. As shown in Fig. 3, all the cores are
grouped into multiple subsystems. In the same subsystem, the
cores are connected using one A-router, thereby providing non-
blocking direct communication within each subsystem. The
communications between two cores in different subsystems
are done via the gateways that are connected using multiple A-
routers and organised in a hierarchical manner. In our scheme,
the available wavelengths are reused by all A-routers, thus
overcoming the drawback of A-router in scalability.

A. Hierarchical Interconnection

We assume that an ONoC is to be designed to connect N
cores using Wiy,,x wavelengths where N >> Wy .. Thus, it
is impossible to interconnect all N cores using one A-router.
We divide the N cores into several subsystems according
to the available wavelengths, and interconnect them using
multiple A-routers and gateways in a hierarchical manner, as
illustrated in Fig. 3. The gateways serve as bridges between
A-routers, where an optical signal can be converted to electric
signal, temporarily buffered, and then retransmitted in optical
signal using a different wavelength. The number of cores and
gateways connected by one A-router should be no larger than
Winax, and all A-routers can reuse these Wy, wavelengths.

Fig. 3 gives an example for interconnecting 160 cores using
only 25 wavelengths via a three-level hierarchical A-router
network. The 160 cores are divided into 8 subsystems with
each having 20 cores. Suppose that 5 sibling gateways are
used to interconnect one A-router to a next-level A-router. Each
A-router in level 1 is a 25 x 25 A-router that interconnects
all 20 cores in one subsystem and 5 gateways. Each A-router
in level 2 is also a 25 x 25 A-router but interconnects 20
gateways from 4 subsystems and 5 gateways for higher level
interconnection. The level-3 A-router is a 10 x 10 router that
interconnects with the level-2 A-routers using 10 gateways.
Another advantage of this hierarchical interconnection is the
ability to achieve high fault-tolerance and load-balancing, as
there are multiple redundant paths between cores in different
subsystems. In the example given in Fig. 3, there are 625
paths between Cp and Cg, depending on which gateways are
selected for communication between these two cores.

B. Gateway Architecture

Since all A-routers reuse the same set of available wave-
lengths, communications between cores in different subsys-
tems may use different wavelengths to pass through different
A-routers in the route, e.g., Cp to Cg in Fig. 3. To change the
wavelength, optical signals need to be converted to electrical
signals and then regenerated using different wavelengths for
the next-hop. To reduce the overhead at gateways, we present
the following design for the gateway, as illustrated in Fig. 4.

A gateway is composed of the following key components:
input/output ports, Optical-to-Electrical (O/E) and Electrical-
to-Optical (E/O) converters, buffer queues, packet dispatchers,
and wavelength matrices. Each gateway has two pairs of input
and output ports: one pair for upward traffic from a lower-level
A-router to a higher-level A-router, and the other for downward
traffic from a higher-level A-router to a lower-level A-router.
Each pair of input/output ports has independent buffer queues.
Such a design guarantees that upward and downward traffics
can be processed in parallel. Let w; and wy, be the number
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of wavelengths used by the lower-level and higher-level A-
routers connected by the gateway, respectively. As shown
in Fig. 4, there are w; O/E converters for port Inputl with
each connected to an MR and an input queue. The optical
signal filtered by the MR with a resonant wavelength \; is
converted to electrical signal by the associated O/E converter
and buffered in the input queue for A;. Similarly, there are
wp, E/O converters for port Outputl with each connected to
an output buffer and an MR. The packet in the output buffer
allocated for A; is modulated by the MR with wavelength A;
to the optical signal and transmitted. The input queues and
output buffers are fully connected using an internal crossbar.
Each input queue is associated with a packet dispatcher that
is responsible for dispatching packets from the input queue to
the corresponding output buffers based on the wavelength to
be used for the next hop. The design for connecting another
pair of input and output ports is the same.
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Fig. 4. (a) Architecture of gateway; (b) O/E converters; (c) E/O converters.

The gateway works as follows: when a set of WDM optical
signals enter an input port, each uni-wavelength signal is
filtered by a specific MR, converted into electrical signal,
and written to the corresponding input queue based on the
receiving wavelength, as illustrated in Fig. 4(b). The packet
dispatchers continually dispatch packets from the input queues
to the output buffers. Based on the destination of a packet, the
dispatcher determines the next-hop A-router for each packet
(details on how to choose the next-hop will be given in Section
III-C), and looks up either the lower-level or higher-level
wavelength matrix to determine the wavelength to be used for
next-hop. As illustrated in Fig. 4(c), the gateway continuously
injects all packets in the output buffers to the E/O converters
in parallel, where multiple optical signals are multiplexed and
transmitted over one waveguide using different wavelengths.

The advantage of our design is that multiple optical signals
using different wavelengths can be processed concurrently in
the gateway, and there is no blocking on each optical commu-
nication channel, thereby maximizing the channel utilization.
Although the signal conversion and the packet buffering will
introduce some delay, they will not significantly degrade the

system performance because: (i) E/O and O/E conversions can
be done at very high speed (10Gbps/wavelength) [14]; (ii)
a large portion of the communications in an ONoC occurs
locally due to task mapping [15]. If a task is assigned to
cores only in one subsystem or in neighbouring subsystems,
communications, such as cache coherence messages, will not
experience frequent E/O and O/E conversions and buffering.

C. Communication Scheme

The foundation for packet routing in our design is the
positional prefix address. Each core in the system has a unique
address in the form of {networkID; coreID}. The corelD
represents the unique identification of a core in a subsystem,
and it has [log, n| bits where n is the maximum number of
cores in a subsystem. The networkID is composed of several
fields for subnetworks {s;, ..., s2, s1} where [ is the number
of levels of A-routers in the hierarchy. Fig. 5 illustrates the
address assignment for the network given in Fig. 3. The
number of bits for corelD field is 5 as there are 20 cores
in each subsystem. The routing structure is a tree rooted at
the top-level A-router, and all cores and gateways in a subtree
rooted at a A\-router forms a subnetwork. Let |s;| be the number
of bits in the s; field where 0<i<I. |s;] is 1 as there must be
one A-router in the top level. |s;| is [log, l;] for 4 <1 where
[; is the maximum number of level-i A-routers connected to
a A-router in level ¢+ 1. This guarantees that different level-i
A-routers that connect to the same level-(i4+1) A-router can
be represented using different codes, as illustrated in Fig. 5.

Destination 2: core 6
{0,1,01;00110}

Source: core 9
{0,0,10:01001}

Destination 1: core 7
{0,0,00:00111}

Fig. 5. Addressing approach.

The communications can be classified into two categories:

1) Intra-subsystem Communication: The networkID fields
of the source and destination addresses must be the same.
The source core can look up the local wavelength matrix to
determine the wavelength for this communication, and send
the packet to the destination via the connected level-1 A-router.

2) Inter-subsystem Communication: The networkID fields
of the source and destination addresses must not be the same,
and the packet needs to be routed at gateways and delivered
to the destination in a multi-hop manner. The key task for
routing at gateways is to determine the next-hop as well as the
wavelength to be used for the next-hop communication. We
design separate rules for routing the upward and downward
packets as they are processed independently at the gateways.

For an upward packet, it can be forwarded either further
upward to a gateway connected to the higher-level A-router or
to a gateway connected to another A-router at the same level,
depending on the destination of the packet. For example, in
Fig. 5 gateway (G can route a packet to either G3 or Gs.
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Consider a packet at a gateway that connects to a level-i A-
router and a level-(i+1) A-router. If the {si, ..., s;41} fields
for the source and destination addresses are not the same, the
destination must be located outside of the subnetwork rooted
at the level-(¢ 4+ 1) A-router, and the packet will be routed
further upward to a gateway that connects the level-(i+1) A-
router with a router in level ¢ + 2; otherwise the destination
must be located in the subnetwork rooted at the level-(i+1) A-
router, and the packet needs to be routed to a sibling gateway
that connects to a level-i A-router encoded with {s;}. In the
example given in Fig. 5, suppose that a packet generated by
core 9 in S52 is to be routed at gateway G'». If the destination
of the packet is core 6 in S.S5, the {s3, s2} fields of the source
and destination addresses are different, the packet is routed
upward to a gateway G3. If the destination of the packet is
core 7 in S50, the {s3, s2} fields of the source and destination
addresses are the same, and the packet is routed to a sibling
gateway (1 that connects to a A-router in level 1 encoded
as {s1} = {00}. In our design, two A-routers in adjacent
levels are connected using multiple redundant gateways. To
achieve load balancing, the specific gateway for next-hop is
randomly chosen with an uniform distribution from the group
of gateways that connect the next two A-routers in the routing
path. Once the next-hop gateway is determined, the current
gateway can check the higher-level wavelength matrix to get
the wavelength for next-hop communication, and send the
packet to the next gateway with chosen wavelength.

For a downward packet, the next-hop A-router that the
packet will traverse must be unique. The rules for forwarding
a downward packet are: (1). If the gateway is directly con-
nected to a subsystem, it can send the packet directly to the
destination via the level-1 A-router; (2). Suppose the gateway
is connected to a level-i A-router and a level-(i—1) A-router
where ¢ > 2, the next-hop is randomly chosen with an uniform
distribution from the group of gateways that connect to the
level-(i—1) A-router with the A-router in level (i—2) according
to {s;_2} in the destination address for load-balance. For
example, if G4 needs to route a packet to a core in SS5, it will
randomly choose a gateway following the uniform distribution
from the group of gateways that connect to the right A-router
in level 2 and the A-router in level 1 with {s1}={01}.

IV. THEORETICAL MODELLING AND ANALYSIS

In this section, we first model the hardware requirement for
our architecture, and then analyse the average communication
delay for the traffic generated with Uniform distribution in
space and Poisson distribution in time. In our analysis we
assume that all subsystems have the same number of cores.

A. Hardware Requirement

The key components in our architecture for an ONoC in-
clude core interfaces, A-routers, and gateways. We analyse the
hardware requirements for these key components separately.

1) Core Interface: Each core has a network interface which
consists of one transmitter and one receiver. Since each core
can directly communicate with up to Wy,,«—1 cores/gateways

in the same subsystem, the transmitter must have Wy, ,,—1 E/O
converters with each having a narrow-band on-chip laser and
an MR filter to generate and modulate optical signal with a
specific wavelength. Similarly, the receiver needs Wi,.—1 O/E
converters with each having an MR filter and a photodetector
to receive an optical signal with a specific wavelength.

2) A-Router: Assume that each A-router is connected to a
next-level A-router using g gateways, and a hierarchy with L
levels is required to interconnect all the cores and gateways.
The following theorem gives the minimum number of -
routers required at each level in the hierarchy.

Theorem 1. The minimum number of \-routers required at
level i, denoted by R;, is

N . .
I_er.%dx g-la i=1;

Ri=9 [w. =51, i€[2L-1]; (1)
1, i=L.

Proof: Since each A-router can directly connect to Wy, cores
and gateways using Wax wavelengths, the minimum number
of A-routers required at level 1 is [ﬁ] For all A-routers
in level 4, they need to connect R;_; A-routers in level i —1

with gR;_1 gateways. If gR;,_1 < Wiax, only one A-router
is required at level ¢ to interconnect the g?;_; gateways, and
level i is the top level; otherwise more than one A-routers are
required at level ¢, and each A-router in level ¢ also needs to

connect one A-router in level (i 4+ 1) via g gateways. Thus,

g(Ri—1+R;) < R;Whax, and we have R; > ng Hence,
the minimum number of \-routers at level i 1s[m€R_7i’jg . O

Let Rgym and Ggyp be the minimum number of M-
routers and gateways required to connect N cores using Wy,ax
wavelengths, respectively. Then L, Ry, and Gy, can be
computed using Algorithm 1.

Algorithm 1: HARDWARE COST(L,Rsum»> Gsum)

Input: N, Wmaxa g;
OUtPUt: L, Reym, Gsum;

2 Rsum — Rl;

3 while gR; 1 >Wpax do
4 R+ (vﬁfﬁx lg]

5 Rsum — Rsum + RZ7
6 14— 1+1;

=

L+ R+ 1;

8 Roum + Rsum + Ryr;

9 Gsum — g(Rsum - 1)7
10 return L, Royum, Goums

Since each A-router (except the one at the top level) is
connected to a higher-level A-router via g gateways, thus
Gsum = g(Rsum — 1) (line 9 in Algorithm 1). Since each
m X m A-router needs at least (W} OSEs and each
OSE has two MRs, each m x m A-router needs m(m — 2)
MRs. In our architecture there is no communication between
the set of g gateways that connect the same two A-routers.
Thus, g(g — 1) MRs can be removed from each of the
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two connected A-routers. Let N, represents the number of
MRs used by a level-¢ A-router. If i+ = 1, each level-1 A-
router is connected to a level-2 A-router via g gateways. Thus
N < Winax(Winax —2) —g(g—1). If @ > 1, each level-
A-router can connect to at most L%J A-routers in other
levels. Hence, N, < Wiax(Wiax —2) — L%jg(gf 1).
The actual number of required MRs depends on the detailed
interconnections, and can be computed in the same way as
Algorithm 1. Due to space limitation, we do not include the
detailed algorithm to compute the actual number of MRs.

3) Gateway: Each gateway has two separate data paths
for routing upward and downward traffics. In each direction,
a gateway can receive optical signals from one previous-
hop A-router with up to Wy.x — g wavelengths, and send
optical signals to one next-hop A-router with up to Wi.x—g
wavelengths. Thus, each data path should have up to Wi,ax—¢g
pairs of E/O and O/E converters, Wyax — ¢ input queues,
Wax — g output buffers. Each path should also have up to
Wnax—g parallel wavelength dispatchers, and a Wipax X Winax
crossbar that fully connecting input queues and output buffers.

4) Hardware Cost Comparison: Table I compares the re-
quirements of optical devices for interconnecting the same
number of cores using WRH-ONoC and a single A-router,
denoted as 1-A-router. It can be seen that our scheme can
achieve a significant reduction (~ 90%) in comparison with
the 1-A-router. For instance, a 1-A-router with NV = 320 cores
requires N (N —1) = 102080 pairs of E/O and O/E converters
since each core is able to communicate with the other N — 1
cores simultaneously. As illustrated in Fig. 4, each E/O or O/E
converter needs one MR to modulate or filter the signal. Thus,
2N (N —1) = 204160 MRs are required in core interfaces.
Together with the N (N —2) = 101760 MRs used in A-router,
the total MRs needed for a 1-A-router to connect 320 cores
is 305920. In our scheme, each core only needs to directly
communicate with the cores and gateways connected by the
same level-1 A-router. Thus, only N (Wiyax—1) = 6080 pairs
of E/O and O/E converters and 2N (Wy,ax—1) = 12160 MRs
are required in core interfaces. According to Algorithm 1, 26
A-routers and 100 gateways are required to connect the 320
cores. Hence, another 8670 MRs are required for the 26 A-
routers, and 3200 pairs (1600 pairs for each direction) of E/O
and O/E converters and 6400 MRs are required for the 100
gateways. In total, WRH-ONoC requires 9280 pairs of E/O
and O/E converters and 27320 MRs, which is only ~ 9% of
the hardware requirement for the single A-router approach.

TABLE 1. OPTICAL HARDWARE REQUIREMENTS COMPARISON

Architecture Configuration Hardwar'e Requirements ]
N [ Whax | 9 E/O&O/E | Reduction MR | Reduction

1-A-router 320 320 | - 102080 - 305920 -
WRH-ONoC || 320 20| 4 9280 | 90.91% 27320 | 91.07%
1-A-router 400 400 | - 159600 - 478400 -
WRH-ONoC || 400 251 5 14600 | 90.85% 43150 | 90.98%
1-\-router 480 480 | - 229920 - 689280 -
WRH-ONoC || 480 30| 6 21120 | 90.81% 62580 | 90.92%
1-A-router 640 640 | - 408960 - 1226240 -
WRH-ONoC || 640 40| 8 37760 | 90.77% 112240 | 90.85%

B. Communication Delay

In our analysis, packet communication delay is defined as
the amount of time taken for a packet to be transmitted across
the hierarchical A-router network from the source core to
the destination core. Depending on the destinations, different
packets may traverse different number of hops. We use D to
denote the average packet delay, which is modelled as follows:

E = abintra + (1 - O‘)bintem (2)

where Djpirq and Dy, represent the average delivery delay
of intra-subsystem traffics and inter-subsystem traffics, respec-
tively, and « is the proportion of the intra-subsystem traffics.
For intra-subsystem traffics, each packet traverses only one
specific A\-router in level 1. Due to the high speed of optical
communication, we assume the delay for a packet to pass each
A-router is the same. Hence, the delay for each intra-subsystem
communication is constant and can be computed as follows:

Dintra = DEjo + Daxr + Doy, (3)

where Do and Do, are the delay incurred by the O/E
and E/O conversions, respectively, and D,p is the packet
propagation delay over one A-router.

For inter-subsystem communications, Dinter can be com-
puted as follows:

Eintcr:DE/O+Nhop X DAR+(Nhop - ]-) X DGW +EQ+DO/E7

I 17

“)
where N, is the expected number of hops that a packet tra-
verses. Part I is the expected accumulated delay for the packet
to traverse the en-route A-routers. Part II is the accumulated
delay incurred by packet processing at gateways excluding the
packet queuing delay, where Dgy is the packet processing
delay at one gateway and can be modelled as follows:

DGW:DE/O+2Dbuf+D$bar+D’wl+DO/E7 (5)

where Dy, is the delay for reading and writing the electrical
sliced buffer, D, is the delay for copying a packet from one
input queue to one output buffer through the internal crossbar,
and D, is the delay incurred by looking up the wavelength
matrix to get the wavelength for the next hop. EQ is the
expected accumulated queuing delay in all en-route gateways.
Actually D, is part of the delay incurred by gateways. We
model it separately so that Part II only depends on Np,yp.
According to Eq. (4), Djnter is a function of Np,, and
ﬁQ which depend on the traffic pattern. In the following, we
model D,,;., based on the Uniform-Poisson traffic pattern,
with uniform distribution in space and Poisson distribution
in time. Assume that each core generates packets following
a Poisson distribution with the same injection rate of 6, and
each core sends packets to all the other cores with the same
probability. Hence, the traffic rate from any core ¢ to any other
core j is %, and the traffic follows a Poisson distribution.

; ; 1o Winax—g—1
Thus, the proportion of intra-subsystem traffic v is —=&="—.

1917



2015 IEEE Conference on Computer Communications (INFOCOM)

Lemma 1. The probability that an inter-subsystem packet tra-
verses 2i—1 hops of A-routers is P(2i—1) = (Ri—ﬁ)x%,
where 1 = 2,..., L. The expected number of hops an inter-
subsystem packet traverses is N pop = Zing (2 —1)P(2i—1).
Proof: Each inter-subsystem communication can be divided
into two periods: upward communication and downward com-
munication. There is always a turnover A-router at which the
communication changes from upward direction to downward
direction. For example, in Fig. 3 L] is the turnover A-router for
the communication from core Cp to core C'r. Suppose that
the turnover A-router for an inter-subsystem communication
is located in level ¢. Then the number of hops that this inter-
subsystem communication traversed must be 2:—1. Obviously,
the probability that an inter-subsystem packet traverses 2¢ — 1
hops equals to the probability that the turnover A-router for this
packet is located in level i. If a level-¢ A-router is a turnover
router for a packet, the last A\-router from which the packet
was received and the next A-router to which the packet will
be forwarded must be two different routers in level ¢ — 1. Let
P, (i) represent the probability that a packet passes a A-router
in level i, and P, (N|¢) denote the probability that the packet
changes its direction from upward to downward at a level-i \-
router given that the packet passes through a level-i A-router.
Then P(2i — 1) = Py (N]é) X Pr(3).

In our architecture, each level-1 \-router aggregates the up-
ward traffic from n=W,,—g cores, and segregates downward
traffic to n cores. Each level-2 A-router aggregates/segregates

traffic from/to &1 xn = &L cores. Each level-3 A-router

R> R
aggregates/segregates traffic f2rom/to % X 2; Xn= R% cores.
Similarly, each level-i A-router aggregates/segregates traffic
from/to Rﬂ cores. If a packet passes a level-i A-router, the
destination of the packet must not be any core from which
the level-i A-router can aggregate its upward traffic. Since
any packet generated by any core has the same probability
to be sent to all the other cores, Py(i) = (N — Rﬂ) X
For any packet that passes through a level-¢ A-router, it can
either keep going upward, or change its direction from upward

to downward, depending on the destination of the packet.

Hence, Py(N}i) = (F — ) X m—== Thus, P(2i — 1) =
T i—1 _1%7]\/v
Pu(Nli) x Pu(i) = ( — ) X ng> and the expected

number of hops that an inter-subsystem packet traverses is
SF (20— 1)P(2i —1). O

Assume that the routing structure as illustrated in Fig. 5 is a
balanced and complete tree. The following theorem gives the
expected en-route queuing delay for an inter-system packet. If
the routing tree is not balanced and complete, D¢, in Theorem
2 is an upper bound on the expected en-route queuing delay.

Theorem 2. The expected packet en-route queuing delay is

L i—1
Do= (P % — 1) x 7]) 6)
@ ; ( ) ; i (g — 05)
N? Rj—1 0

=N X R, X W YK

packet size and tq = 2Dy t+Dzpar+ Doy

S .
where 0; = 2. s, is the
ta p

Proof: For each inter-subsystem packet that traverses 2i — 1
hops, the packet will be routed by ¢ — 1 gateways in both
upward and downward directions. Let T; be the queuing delay
at the j** en-route gateway. According to Lemma 1, the
probability that a packet traverses 2i —1 hops is P(2i—1). The
expected accumulated queuing delay EQ can be computed by

21—2

Do= Z( (20 = 1)x > T3). (7

Jj=1

Since upward and downward traffics are processed sepa-
rately using two independent paths, we analyse the queuing
delay T; in upward and downward directions, respectively.

(1) T; in upward direction: Since each core generates
traffic following a uniform distribution in space and a Poisson
distribution in time with the same injection rate 6, the traffic
injection rate at a gateway that bridges a level-(j—1) A-router
and a level-j A-router can be computed as follows: the traffic
rate from a level (j — 1) A-router to a level-j A-router is

0x 5 1>< e _Gx—x%?l
g1ven 1n Fig. 5 to illustrate this computatlon Consider the \-
router at level-3 and the left level-2 A-router. RN_ = IZ%VZ
is the number of cores whose upward traffic can pass the
left level-2 A-router. Since only the packets with destinations

outside of the subtree rooted at the left level—JZV )\-routeerill

R N

We use the example

N-N~
be routed upward to the level-3 A-router, % = NRf is

the proportion of the packets that will be routed from the left
level-2 A-router to the level-3 A-router. Since the packets from
a level-(j — 1) A-router to a level-j A-router will be evenly
routed via the g gateways that connect these two A-routers,
the traffic injection rate at each gateway that connects a level-
(j = 1) A-router to a level-j A-router is NN—jl X I;Z;l =« g.
According to our gateway design, each gateway needs 1to have
Whax — ¢ input queues to buffer the packets received from
the lower-level A-routers using Wi,,x — g wavelengths since
there is no communication between the g gateways. Thus, the
upward traffic injected to each gateway will be dispatched to
the Wiax — g input queues following a uniform distribution.
Let 6; denote the traffic injection rate at one input queue in
a gateway that connects a level-(j —1) A-router to a level-j

2 Ri,1
A-router. 6, =N ST .
N-17 RZ_ 7 g(Wiax—9)

In our gateway design, the input queues are fully connected
with the output buffers, and each input queue has an indepen-
dent packet dispatcher. Let t; represent the packet dispatch
delay which is defined as the average time interval between
two adjacent packets that are sent out from the same output
buffer. Then tq =2Dyy s +Dypar+Dywi. Each input queue can
be modelled as a FIFO queue system with injection rate of 6,
and service rate of p1; = s,/tq where s, is the average packet
size. Each input queue subjects to the Birth-Death process [16]
according to the queuing theory. Assuming the probability that
q packets stay in the queuing system is P;(g) with an initial
state of P;(0), and P;(g)=P;(0)x (%)q for ¢ >0. To achieve

a stable queuing system, Z—J
J

< 1, and the stable average
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queue length, denoted by @, is QJ = 2212[((171)3{] =

0; .
D galla— 1)(1—E)(j)q] = (u;—é) According to the
Little’s Law theorem in queuing t eory f16] the stable queue

delay of each input queue is T} = eT W'J—G)

(2) T; in downward direction: The traffic rate from a lgvvel- j

R]* J—
1) A-router is 6 x (N—ﬁ) X =

, which is similar to the traffic rate from

A-router to a level-(j —

N2 R;1—1
J—1
9XN1XR21

a level-(j — 1) A-router to a level-j A-router because the
downward process is symmetrical to the upward process.
Since the routing of downward packets is the same as the
upward packets through another independent path, we have

Ty = Taip_1. k € [1,i — 1]. Hence, Do =1, (P(Qz‘ -
) Z'L 1 2T> ZiLzz ( ( )XZJ 1 m), Where

Rl
}%‘J{l X and p; = sp/tq. O

0; X

[
N 1 9(Whinax

—-9)°
Corollary 1. To guarantee network stability, the maximum

packet injection rate at each core should be smaller than
5p0(Winax—g) ., (N-1)R]_,
tq Nz(RL_l—l)'

Proof: To ensure network stability, each input queue in a gate-

way between levels j—1 and j should satisfy 9—] <1, ie, ]<,V N X
Rja—1 [ 9(Wmax—9)
1%]2 . X I Waan—9) < E Thus 6 < mlnj€[2’L]pT
(N—l)RJ 1 _ 5pgd(Wmax—9) (N— 1)RL 1 |
Nz(RJ 171) - tq N2(RL 171)

V. PERFORMANCE EVALUATION

In this section, we evaluate the performance of WRH-ONoC
through extensive simulations with different network sizes and
traffic distributions. We also compare WRH-ONoC with the
traditional hybrid (i.e., optical4-electrical) architecture in terms
of average packet communication delay and throughput.

A. Simulation Setup

We implement WRH-ONoC based on an open-source NoC
simulator, Noxim [18]. The simulation settings are summa-
rized in Table II. All optical devices including E/O&O/E
converters and A-routers work at a rate of 10 Gbps for
each wavelength. All electrical devices use a system clock
of 1 GHz, and thus one system cycle is 1 ns. The gateway
processing delay incurred by buffering (2D, f), wavelength
look-up (D), and packet dispatching (Dpqr-) takes 4 cycles
per packet. Each packet has a size of 64 bits.

TABLE II. SIMULATION SETTING
Optical T Electrical
E/O conversion rate 10 Gbps/wl Clock frequency 1 GHz
O/E conversion rate 10 Gbps/wl WRH-ONoC gateway delay | 4 cycles
channel bandwidth 10 Gbps/wl Mesh router delay 2 cycles

Packet size 64 bits

We compare the performance of WRH-ONoC with the
hybrid architecture proposed in [17] that combines an optical
circuit-switched network with an electrical packet-switched
network. In our simulations, the delay for a packet to pass
a router in the hybrid architecture is set to the minimum,

e., 2 cycles, and the electrical network is only used to
transmit control messages (i.e., path setup/teardown). We also

use Noxim [18] to simulate the hybrid architecture. Since
Noxim is a simulator for electrical NoCs, we use it to simulate
the path setup delay. The end-to-end packet delay is the path
setup delay plus one cycle, assuming that the optical signal
can be transmitted within one cycle once the path is setup. In
our simulations, the buffer size for the input queues at both
gateways in WRH-ONoC and electrical routers in the hybrid
architecture are set to be infinite to compare their maximum
transmission capacity. Each simulation lasts for 20,000 cycles
with a warmup period of 1000 cycles.

B. Comparison with theoretical results

Fig. 6 compares the average end-to-end delay obtained from
theoretical analysis and simulation for WRH-ONoCs with
{N, Whax, g} configured to {400,25,5} and {480,30,6}. It
can be seen that, in both cases, the average delay measured
in simulations keeps close to the theoretical results. When the
injection data rate 6 is small (e.g., 8 < 10 Gps/core), the
average end-to-end delay is small (~25ns) and remains stable
because most packets do not experience much queuing delay
at the gateways. When the injection data rate approaches to
the maximum injection rate 6,,,x, the average delay increases
dramatically because the network is becoming saturated.
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—a— WHR, {480,30,6}, Simulation
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Fig. 6. Average end-to-end delay from theoretical analysis and simulation.
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C. Impact of Network Size

In this set of simulations, we evaluate the performance of
WRH-ONoC with the variation of the network size, and com-
pare it with the hybrid architecture. Four groups of simulations
were carried out with 320, 400, 480, and 640 cores, respec-
tively. In the hybrid architecture, the cores are interconnected
into mesh topologies in the form of 16x20, 20x20, 20x24,
and 20x32. In WRH-ONOoC, the cores are organized in a way
that { N, Wiax, g} are configured to {320,20,4}, {400,25,5},
{480,30,6}, and {640,40,8}, respectively.

Fig. 7(a) shows the average end-to-end delay with the
variation of data injection rate. It can be seen that our scheme
can achieve much lower end-to-end delay and much larger
saturation data rate than the hybrid approach. When the traffic
rate 6 is very small (e.g., 0.1 Gbps/core), most of the packets
will not suffer from queuing delay at the gateways in our
scheme, and the average end-to-end delay achieved by our
scheme is reduced by ~ 50% in comparison with the hybrid
approach due to the less number of hops that the packets
traversed. Moreover, in our scheme the maximum injection
rate increases with the increase of the number of gateways
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and wavelengths. The maximum injection rate achieved by our
scheme is more than 3 times of that for the hybrid approach,
owing to the non-blocking and WDM properties of A-router.
Fig. 7(b) shows the average throughput per core with the
variation of the data rate. It can be seen that our scheme
can achieve much higher throughput than the hybrid approach.
When the number of wavelength is increased from 20 to 40
and the number of gateways is increased from 4 to 8, the per-
core throughput is doubled even though the number of cores
is also doubled (from 320 to 640). This is because that the
proportion of intra-subsystem (%) increases with the
increase of Wi, ., and the parallel data paths between two A-
routers increases with the increase of g. On the other hand, the
performance of the hybrid approach deteriorates as the system
size expands due to the linearly increased average hops and
the more severe resource contention.

—=— Hybrid, 16x20
50| —s— Hybrid, 20x20
—a— Hybrid, 20x24
@ %7 —v— Hybrid, 20x32
S 40| ——WRH, {320,20,4}
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£ 35| —e—WRH, {480,30,6}
Q© 30—+ WRH. {640.40.8}
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Fig. 7. (a) Average end-to-end packet delay; (b) Average throughput per core.
D. Impact of Traffic Pattern

In multi-core systems, communications tend to occur locally
as tasks can be scheduled to be executed using only a subset of
cores instead of all cores. In this set of simulations, we evaluate
our scheme using a locality traffic pattern in which the propor-
tion of intra-subsystem traffic & can be tuned manually. For
example, 30% of packets will be intra-subsystem packets when
a is 0.3. For each type of traffic (intra-subsystem or inter-
subsystem), it still subjects to uniform distribution in space
and Poisson distribution in time. Fig. 8 illustrates the impact
of traffic distribution where {N, Wp,ax, g} = {400,25,5}. It
can be seen that the gap between uniform traffic and locality
traffic is more apparent with larger o and . This is because
that, for uniform traffic, intra-subsystem communication only
takes ]7\’]:11 = 4.76%. Intra-subsystem packets only traverse
one level-1 A-router with low latency, while inter-subsystem
packets need traverse several hops of A-routers and gateways,
and they may compete for the gateway resources along the
route. Hence, the average end-to-end delay increases with the
increase of 6, but decreases with the increase of .. The average
throughput increases with both the increase of 6 and a.
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Fig. 8. (a) Average end-to-end packet delay; (b) Average throughput per core.
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VI. CONCLUSIONS

This paper proposes a novel wavelength-reused hierarchical
architecture, WRH-ONoC, for Optical Network on Chips.
WRH-ONoC has three properties that ensure good scalability:
(1) limited available wavelengths are reused in large systems;
(2) performance increases with the increase of the number of
available wavelengths and number of gateways; (3) hardware
requirement is significantly reduced (~90% compared with the
single A-router architecture). Simulation results demonstrate
that WRH-ONoC can achieve much lower average end-to-end
delay and much higher throughput compared with the hybrid
ONoC architecture by sacrificing a little bit hardware cost. Our
future work is to further explore the tradeoff between hardware
cost and performance, that is, to minimize the hardware
cost subjecting to user-specified requirement on performance.
Other future work includes broadcasting/multicasting scheme,
fault-tolerant routing, analysis and evaluation of energy effi-
ciency and communication reliability, etc.
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