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Abstract—Unlike the conventional routing techniques in the
Internet where routing privileges are given to trustworthy and
fully authenticated nodes, Delay Tolerant Networks (DTNs)
allow any node to participate in routing due to the lack of
consistent infrastructure and central administration. This creates
new security challenges as even authorized nodes in DTNs could
inject several malicious threats against the network. This paper
investigates novel solutions based on the Spray-and-Wait (SnW)
routing protocol for mitigating blackhole attacks in DTNs. A
new knowledge-based routing scheme, called Trust-Based Spray-
and-Wait protocol (TB-SnW), is proposed. The routing decisions
in TB-SnW protocol are made based on the trust levels that
are computed at each node using its historic routing records.
Simulation results show that the TB-SnW protocol can achieve
better performance in terms of mitigating Byzantine attacks and
reducing message delivery delay compared with the Spray-and-
Wait protocol.

Index Terms—Routing, DTN, Byzantine Attacks, Trust Mea-
surement

I. INTRODUCTION

Delay Tolerant Networks (DTNs) is a class of networks
that represents one of the major areas in the field of wireless
networking [1]. Communications in DTNs can be character-
ized as opportunistic point-to-point transmission from sources
to destinations. The opportunistic feature means that there
is no specific scheduled time in which a message must be
forwarded, and end-to-end communication is not practical due
to the intermittent contact between the communicating nodes.
DTNs have a wide range of applications such as providing
internet services in rural areas [2], wildlife tracking [3], sensor
networks [4] and interplanetary internet [5].

Due to the lack of end-to-end communication, conventional
routing schemes based on single-copy forwarding cannot work
in DTNs with highly unstable network topology. They cannot
guarantee sufficient robustness in the very sparse DTN envi-
ronment because the single custodian node can be down at any
time and the single copy can simply be lost. Flooding-based
routing is entirely opposite to the single copy forwarding-
based routing scheme. Epidemic router [6] is a typical example
of flooding-based routers. A node applying flooding-based
routing protocols sends a replica of each message to any node
it encounters. Thus, the number of replicas of a message in
flooding-based protocols is dependent on the scope of the
network. In large scale networks, this leads to extensive con-
sumption of a limited resources, causing significant overhead.
Flooding-based protocols are one branch of Replication-based

routing [7], where quota-based routing [7] is the other branch.
Quota-based routers initially limit the number of copies per
message to avoid the excessive usage of the network resources
and to eliminate extra overhead. The Spray-and-wait router
(SnW) [8] is one example of quota-based implementation
which will be discussed in Section III.

Communications in DTNs are highly susceptible to vari-
ous kinds of attacks since adversaries in that networks can
exhibit malicious actions to negatively degrade the network’s
performance. Their actions can vary from tampering with the
message content, to fraudulently redirecting the messages,
flooding the network with unnecessary data, or even blindly
dropping messages in transit. These activities can threaten
the data integrity, confidentiality, network availability and data
delivery. Encounter-based Protocols [7] are another category
of DTN routing protocols. The encounter-based router (EBR)
makes routing decisions based on past encountering states. It
takes advantage of the mobility feature of nodes in DTNs in
which future encounter probability can be predicted from past
mobility trends. In EBR the larger the past encounter rate,
the higher the potential of successful message delivery. So
routing decision in EBR are made according to the encounter
rate between two nodes. EBR suffers from a major security
breach because attackers can easily modify their movement
pattern in order to gain higher encounter rate and hence grab
the chance of being an intermediate node, which will cause
a blackhole or exhibit any other adversarial behavior in the
network.

Our main objective in this paper is to measure the impact of
malicious byzantine behavior on the performance of DTNs and
propose an efficient mitigation mechanism. This is achieved
by investigating the impact of a blackhole attack in a DTN
using Spray and Wait router. The main contributions of this
work includes:

• We evaluate the performance of Spray-and-Wait routing
protocol in networks with blackhole attacks. Simulation
results show that blackhole attacks can significantly re-
duce message delivery rate, increasing the average mes-
sage delivery latency.

• We propose a new protocol, called Trust-Based Spray-
and-Wait (TB-SnW), based on trust management. The
basic idea of the protocol is to let each node maintain
a trust list for all other nodes it meets, and use the trust
level to mitigate attacks.

• We evaluate our proposed protocol in simulations by



comparing it with the Spray-and-Wait protocol. Simu-
lation results demonstrate that TB-SnW can achieve a
higher message delivery rate than Spray-and-Wait. More-
over, it does not introduce too much overhead to the
network.

The rest of this paper is organized as follows. Section II
gives background and related work about the security issues
in DTNs. Section III describes the Spray and Wait routing
protocol. Then Section IV evaluates the performance of Spray
and Wait routing protocol in the existence of blackhole attacks.
In Section V we describe our proposed mitigation scheme, and
compare it with Spray and Wait router in Section VI. Finally
we conclude our paper and discuss the future work in Section
VII.

II. BACKGROUND AND RELATED WORK

A. Blackhole Attacks in DTN

Authenticating before participating is highly recommended
in any kind of network protocol. This is to ensure that the
messages generated by each node are trustworthy. Even though
a node is authorized according to the protocols, there is no
guarantee that all of its actions will be legitimate. The attack
in which an adversary user is authorized to access the network
resources and performs any action to disrupt its network is
referred to as the Byzantine attack [4]. Blackhole attack is one
class of Byzantine attacks. In a blackhole attack, the adversary
node advertises itself as honest, where it has the intention of
intercepting messages, preventing them from reaching their
destinations. It is similar to the black-hole of the universe
because they both cause things to disappear.

B. Related Work

Although most of the routing protocols designed for DTNs
focus on secure routing, many of them cannot address byzan-
tine attacks that result from compromised nodes within the
network. The approach proposed in [9] takes advantage of
the ability of nodes to overhear the traffic generated by other
nodes to detect the abnormal behavior of their neighbors. In
practice, this mechanism is not that effective as nodes in DTNs
can be sparsely scattered and nodes might not be able to
overhear others due to long distance and limited transmission
range. In [10] [11], blackhole detection is done by specific
third-party nodes called ferries. Ferry nodes move around the
network and examine the delivery probabilities1 to determine
the existence of a blackhole attack. Unfortunately, if the ferries
are compromised, it will cause a major threat in the network.
To avoid this issue, TB-SnW preforms a clever distributed
blackhole detection and trust management in which each node
examines the trust level of each node it wants to use as a
next relay and decides whether that node is trustworthy or an
adversary. This can provide faster adversary detection without
the need for third-party nodes to do this job.

1Delivery predictability is a forwarding metric used by PRoPHET router.
Nodes with higher delivery predictability have higher potential to forward
messages to a node compared with nodes with lower delivery predictability.

III. THE SPRAY-AND-WAIT ROUTING PROTOCOL

The Spray-and-Wait (SnW) routing protocol [8] is a rep-
resentative replication-based routing protocol designed for
DTNs. Unlike the conventional routing schemes, it allows a
node to forward more than one copy for each message to
different nodes, thereby increasing the message delivery rate.
Unlike flooding-based routing protocols, it not only imposes a
bound on the total number of copies and transmissions per
message without compromising performance, but also con-
strains the number of forwarders that are allowed to forward
each message, thus not introducing too much communication
overhead to the network. Simulation results show that: (i)
under low load, SnW results in much fewer transmissions and
comparable or smaller delays than flooding-based schemes,
(ii) under high load, it yields significantly shorter delays and
fewer transmissions than flooding-based schemes.

SnW works in two phases: Spray phase and Wait phase.
In the spray phase, for every message originating at a source
node, a fixed number of message copies are initially spread
by the source and possibly received by other nodes. In the
wait phase, if the destination is not found in the spraying
phase, each node that carries only one message copy performs
direct transmission (i.e. will forward the message only to its
destination). SnW can work in two modes: the Normal Mode
and the Binary Mode, according to the number of replicas a
node can forward to another node. In the Normal Mode, a
node forwards a single copy of the message to any other node
it encounters. In the Binary Mode, the sender transfers half of
the copies it is holding to any node it meets. When a node
gives away all the message replicas, except the one left for
itself, it switches to the waiting phase in which it will keep
that replica until it is in direct contact with the final destination.

Obviously, SnW routing protocol can increase the potential
of successful message delivery in a normal network environ-
ment that is free from attacks. But how about a network that
its susceptible to various kinds of attacks? In the subsequent
section, we will carry out simulations to evaluate the perfor-
mance with adversarial attacks.

IV. SPRAY-AND-WAIT UNDER BLACKHOLE ATTACKS

To evaluate the performance of the SnW protocol in a
network that suffers from intrusive behaviors, we carried out
a set of simulations in the Opportunistic Network Environ-
ment simulator (ONE) [12], which is especially designed for
simulating DTNs. In our simulation, 125 mobile nodes are
scattered over the map of of Helsinki City (the default map in
the ONE simulator), and divided into six groups. Each group
has different configurations for radio range, node moving
speed, buffer size and so on. Each node is associated with a
probability with which the node will behave like a blackhole
attacker. For example, if a node behaves as an attacker with
probability p, it will drop every message it receives with
probability p. In our simulation, we configure all nodes with
the same probability p, and vary p to evaluate the performance
of the SnW protocol under different degrees of blackhole
attack. Each node generates 10 replicas of each message it



creates and spreads them to the other forwarding nodes or
destination. For each setting of p, the simulation is run for
five hours.

  

Fig. 1. Impact of Blackhole Attacks on message delivery rate

  

Fig. 2. Impact of Blackhole Attacks on message delivery delay

Figure 1 shows the impact of blackhole attack on the overall
message delivery rate. It can be seen that the message delivery
rate only slightly increases when p is increased from 0 to 0.4.
This is because each node will generate 10 replicas for each
message it generates, and the delivery is successful as long
as there is one replica that arrives at the destination. With the
further increasing of p, the message delivery rate decreases
significantly. It is worth noting that when the attack probability
was 1 the delivery rate dropped to 0.235. This indicates that
all successfully delivered packets are directly transmitted from

sources to the destinations without any use of intermediate
nodes, as they are all attackers.

Another critical metric we need to consider is the impact of
attack probability p on the message delivery latency (measured
in seconds), which is defined as the time needed for a message
to be successfully received by its final destination [4]. As
shown in Figure 2, increasing attack probability increases the
delivery latency. This is because when the number of attackers
in the network increases, more messages get dropped, and
each destination has to wait for a longer time till one copy of
message can manage to survive and reach the destination.

It can be seen from the above simulation results that the
SnW protocol is not resistant to blackhole attacks, especially
when the number of attackers in the network is high. In the
following section we will propose an enhanced SnW protocol
based on trust management to mitigate blackhole attacks.

V. TRUST-BASED SPRAY AND WAIT PROTOCOL

To countermeasure attacks in DTNs, an honest node gen-
erally takes the following two measures: (1) choosing not
to remove messages from its buffer upon delivery, and (2)
creating more message replicas. Both approaches have the
disadvantages of overburdening the network with too many
message copies, resulting in network congestion and longer
message delivery delay. In this section we introduce a new
routing scheme called Trust-Based Spray and Wait (henceforth
referred to as TB-SnW) for detecting and mitigating blackhole
attacks. The basic idea of TB-SnW is to maintain a list of
forwarders in the local memory of each node, and dynamically
update the trust level for each forwarder in the list based on
the transmission history. Using the trust level, each node can
intelligently distribute the replicas to other forwarders. The
higher the trust level a forwarder has, the more replicas will
be sent to it. This scheme can counteract blackhole attack
without overwhelming the network with replicated messages.

The TB-SnW protocol is composed of two components: (1)
trust measurement component that is responsible for maintain-
ing the list of next-hop forwarders, and the trust level for each
next-hop forwarder; (2) replica distribution component that is
responsible for wisely distributing the replicas to the next-hop
forwarders.

A. Trust Measurement Component

In DTNs it is not feasible to build a central trust man-
agement system as the network state is changing over time.
Therefore, the TB-SnW protocol builds a distributed trust
management mechanism by which each node in the network
establishes and maintains a local trust database called trust
list. Each entry in the trust list has two fields: host-ID and M-
Count. The host-ID records the identification of the node from
which the current node has successfully received messages,
whereas the M-Count records the number of messages that are
received from the node with that host-ID. We use an ArrayList
data-structure to store the host-ID and M-Count information
locally at each node. This information is not allowed to be
transferred to or used by any other node in the network in



order to eliminate the possibility of introducing new attacks
by exploiting this list.

B. Replica Distribution Component

The basic idea of TB-SnW is to smartly distribute the
message replicas based on the forwarders’ trust levels. The
higher the trust level a forwarder has, the more the number of
replicas it should receive. Let λ be a user-defined threshold for
the trust level. If the M-count value for a forwarder is larger
than λ, the node is treated as a trust-worthy node. Given any
node i which holds n replicas for a message, it will perform
one of the following three operations based on n and λ when
it meets another node j.

1) If n = 1, node i will not spread the only copy it holds,
and goes into wait phase.

2) If n > 1 and node j is not a trustworthy forwarder,
node i will forward only one replica to node j. This is
because, if a node’s trust level is below the threshold, it
does not necessarily mean that it is a blackhole attacker.
This might be due to disconnection during transaction
or inadequate buffer size.

3) If n > 1 and node j is a trustworthy forwarder, the
number of replicas that node i should forward to node
j, denoted by Ri,j , is computed using the following
equation:

Ri,j =

{
n− nf − 1, x > n− nf − 1,
x = d(n− 1)× mi,j∑L

k=0 mi,k
e, x ≤ n− nf − 1.

where mi,j is the M-Count value for node j stored in
node i’s trust list, L is the number of forwarders stored
in node i’s trust list, and nf is the number of replicas
that has already been spread. Ri,j should not be larger
than n−nf−1 since it needs to keep a replica for itself.

VI. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the de-
signed TB-SnW protocol through simulations in the ONE
simulator in comparison with the Spray-and-Way protocol.
We use the same simulation setup as described in Section
IV except the configuration of blackhole attackers. In Section
IV we implemented a method to choose nodes to behave as
blackhole attackers with some probability. But this method is
not applicable to evaluate TB-SnW because it requires the trust
level of each node. In order to measure the performance of TB-
SnW during an attack, we need to introduce a specific non-
random set of nodes to perform intentional message dropping
attacks. In our simulations, the set of attackers are chosen from
different groups with different capabilities, such as pedestrians,
cars and trams, to simulate real-life interactions.

A. Impact of the Trust Threshold

In this set of simulations, we vary the trust threshold to
evaluate the performance of TB-SnW. Trust threshold is a
key factor to consider when building any trust relationship
in TB-SnW. Choosing an optimal threshold value is essential
to safeguard routing and communication in DTNs. If the

threshold value is chosen to be extremely high the TB-SnW
performance will reach a similar level to the normal mode of
SnW because the number of messages to be forwarded will
be one in most cases. The threshold value should not be low,
because a high amount of copies will be transferred to nodes
that are not very trustworthy. As can be seen from Figure 3 and
Figure 4, both the delivery rate and the overhead ratio remains
roughly stable when increasing the trust threshold from 4 to
14, and the minimum average latency is also achieved when
setting the trust threshold to 4. Therefore, to gain the best
routing efficiency, the threshold value should be optimal.

Fig. 3. Delivery rate under different thresholds

Fig. 4. Overhead under different thresholds

B. Impact of the Number of Message Copies
In this set of simulations, the simulation time is configured

to run for 5 hours, the number of attackers is set to 8, and the



threshold λ is set to be 8. We compare TB-SnW with SnW
operating in normal mode. Figure 5 shows the comparison
for the message delivery rate under different configurations of
the number of replicas. We can see that the performance of
TB-SnW is better than that of the SnW protocol in all cases
studied. When the number of replicas is set to 5, the delivery
rate of TB-SnW is 20.22% higher than that of SnW. There
is no doubt that increasing the message copies when there
is no attack will increase the message delivery rate because
it increases the probability that at least one copy can travel
through a shorter path.

Spray-and-Wait TB-SnW

Fig. 5. Message delivery rate with different number of replicas

Spray-and-Wait TB-SnW

Fig. 6. Message dropping rate with different number of replicas

But surprisingly, in networks with blackhole attacks, in-
creasing the number of replicas does not increase the message
delivery rate. This phenomenon can be explained using the

message dropping rate plotted in Figure 6. A message can
be dropped due to three reasons: (1) limited buffer capacity;
(2) very frequent disconnections when transiting message; and
(3) blackhole attacks. It can be seen that blackhole attacks
have a great impact on the message dropping rate. The more
replicas we inject into the network, the more messages will
be forwarded to the blackhole attackers and get dropped.
Compared with SnW protocol, TB-SnW showed higher effi-
ciency to mitigate the attack by having less number of dropped
messages than SnW. For instance, the difference of message
loss percentage when two copies are used is up to 35.35%.

Figure 7 compares the average message delivery latency in
TB-SnW and SnW protocols. TB-SnW tends to show faster
message delivery than SnW in most cases. This results from
choosing more reliable forwarders that makes most replicas
go to trusty nodes.

As illustrated in Figure 8 the network overhead gradually
raises if the message copies increase. This is true in DTNs no
matter if the network is free from blackholes or it suffers from
that attack. In addition, the routing overhead of a DTN using
normal SnW is visibly much higher than TB-SnW. From the
simulation statistics we can see that TB-SnW can reduce the
overhead up to 27.12% in comparison with the SnW when the
number of copies is set to 4.

TB-SnWSpray-and-Wait

Fig. 7. The average message delivery latency with different number of
replicas

VII. CONCLUSION AND FUTURE WORK

In this paper, we proposed a new trust-based routing
framework, TB-SnW protocol, that can efficiently avoid the
blackhole threat. Our proposed TB-SnW protocol introduces
a distributed trust management method to facilitate node
authentication in an environment that cannot apply central
administration. In order to distinguish the honest ones from
blackholes, TB-SnW takes advantage of the previous behav-
ior of nodes, and provides a wise dynamic mechanism to



Spray-and-Wait TB-SnW

Fig. 8. Overhead Ratio Comparison

assign replicas to nodes. By using the trust-based message
forwarding scheme, TB-SnW protocol can improve the DTNs’
performance and can provide better handling with security
threat than conventional SnW. Our performance evaluation
shows that TB-SnW can achieve a higher level of delivery rate
because of its ability to maintain lower dropping rate. Further-
more, TB-SnW produces lower network overhead compared
with the conventional SnW.

An interesting future work is that TB-SnW can be further
combined with other byzantine attacks mitigation schemes to
produce a routing protocol that is ready to defeat various kinds
of potential attacks caused by compromised nodes.
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