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Abstract
This paper presents evidence that certain syntactic phenomena relating to the GB model of argument structure have their origins in a non-linguistic model of spatial cognition.

1 Introduction
The general hypothesis proposed in this paper is that an utterance in natural language carries information not directly about the world, but rather about a cognitive process occurring in some agent (the speaker, or perhaps the protagonist in a close-perspective narrative). An indicative sentence, for instance, tells us not directly about a situation in the world, but about the perceptual process by which an agent obtains information about this situation—a process which involves directions of attention, and spatial cognitive representations in long-term and short-term memory. The syntactic and semantic structure of a sentence can therefore be expected to contain reflexes of the underlying perceptual process. This hypothesis places the paper within a broad tradition in linguistics, encompassing the school of ‘cognitive linguistics’ on the one hand (see e.g. Langacker, 1987) and the work of Jackendoff and colleagues on the other (see e.g. Jackendoff, 1983).

The hypothesis under investigation can be studied in its most concrete form by concentrating on the structure of sentences which express simple spatiotemporal eventualities, apprehensible directly by visual perception. Vision is the perceptual modality about which most is known, and sentences expressing visually perceivable facts can certainly furnish us with a sufficiently large range of interesting linguistic phenomena to study. If the hypothesis can be supported for concrete sentences of this kind, an extension to more abstract sentences can be envisaged, perhaps drawing on the idea that space is used as a device for structuring abstract domains (see e.g. Lakoff and Johnson, 1980). I will begin in Section 2 by describing the linguistic phenomena I will concentrate on, which focus on the roles of the subject and verb phrase in the syntax and semantics of existential sentences. In Section 3, I outline a model of the spatial representations mediating these sentences, motivated from recent work in visual attention. In Section 4, I argue that this model can play a role in the explanation of the linguistic data.

2 Some linguistic data
I will focus on the following set of sentences, which express concrete spatiotemporal eventualities, and also illustrate some much-studied linguistic phenomena.

1. [A dog]F is in the room.
2. There is [a dog]F in the room.
3. A dog has [a collar]F.
5. The dog is [in the room]F.
6. The dog has [a collar]F.
7. *There is [the dog]F in the room.

A linguistic model of these sentences has to account for several things. Firstly, Examples 1 and 2 show that an existential sentence introducing a new individual into a discourse can be expressed in two ways, either with an indefinite subject NP, or the expletive subject NP there. A standard explanation in GB (see e.g. Stowell, 1978; Burzio, 1986) is that these two structures are associated with the same DS structure. Be is analysed as a raising verb with no external argument, subcategorising for a small clause whose subject a dog can optionally move to the empty external argument position.

Secondly, these sentences illustrate a difference between stage-level predicates denoting transitory properties like ‘being in the room’ and individual-level predicates denoting permanent properties like ‘having a collar’ or ‘being hairy’ (c.f. Carlson, 1977). When an indefinite NP is subject of a stage-level predicate, as in Example 1, it is interpreted existentially, introducing a new individual into the discourse; when an indefinite NP is subject of an individual-level predicate, as in Example 3, the sentence is interpreted as a generic proposition. This data is commonly analysed by making reference to Diesing’s (1992) ‘mapping hypothesis’, which states a structural correspondence between a
sentence’s DS representation and its LF representation (which consists of a tripartite structure: a quantifier, a restrictor set and a nuclear scope set). The hypothesis suggests that material from the [Spec, IP] (Specifier-of-IP) at DS is mapped to the restrictor set and material from the DS VP is mapped to the scope set. Unselective quantification ensures that all variables appearing in the restrictor set are bound by the quantifier, and any occurrences of these variables in the scope set are likewise bound. Any remaining unbound variables in the scope set are taken to be bound by existential quantification. The suggestion is then that the subjects of stage-level predicates are base-generated within the VP, while those of individual-level predicates are base-generated outside the VP (at [Spec, IP]). An indefinite NP contributes an unbound variable: if this indefinite is the SS subject of an individual-level predicate, as in Example 3, it has been base-generated in this position, and thus contributes the variable to the restrictor set, where it is bound by a quantifier (in Example 3 a non-overt generic one) and receives a generic reading. If the indefinite NP is the subject of a stage-level predicate, as in Example 1, it has moved to this position from within the VP, and can ‘lower’ back to the VP at LF. In this scenario it contributes to the nuclear scope set, where it is bound by existential closure, thus receiving an existential reading.

Thirdly, Examples 2 and 4 illustrate the fact that stage-level predicates can, and individual-level predicates cannot, appear in there-sentences. An explanation of this fact is likely to make reference to the VP-internal origins of the subjects of stage-level predicates. (It should be noted that not all stage-level predicates can appear in there-sentences; however, we will only be concerned with those which can.) Finally, while both stage-level and individual-level predicates can take a definite subject NP, as in Examples 5 and 6, Example 7 shows that a definite NP (or more generally, a strong NP) cannot appear in a there-construction.

3 A deictic model of visual attention

Examples 1–7 are based on eventualities which can be directly apprehended visually: noticing the existence of a dog in a room, and noting a physical property (having a collar, being hairy) of an observed individual. I will now outline a high-level model of the visual processes that underlie the apprehension of such events, supported by experimental work in visual attention. It is well known that vision is an active process: we perceive the world by attending to a succession of different points in the visual array, rather than by attending uniformly to all points in the array (see e.g. Ballard, 1991). The active nature of vision raises the question of how the transitory retina-centred representation of the environment (RCR) is integrated into more stable and enduring representations, and what these representations are. There is evidence for at least three constructed representations; I will describe these below in turn.

An object-centred representation (OCR) is an agent’s internal cognitive representation of an object, given in its own coordinate system. The process of visual object recognition is by definition the process of mapping a 2D retinal projection onto a suitable OCR; the interesting question is, of course, what type of representation OCRs provide, and this question is still the focus for much debate in vision research. The two main candidates are 3D volumetric representations (see e.g. Biederman, 1985) and ‘multiple views’ representations (Ullman and Basri, 1991). I will adopt the former model here, mainly because of its conceptual simplicity; it allows us to describe the process of fitting an object model to a foveated retinal stimulus as the process of finding a suitable 3D transformation (including a rotation and a magnification as principal components) to project a model onto a 2D retinal stimulus. I will refer to volumetric object models as object templates.

An environment-centred representation (ECR) is a representation of the agent’s environment in a coordinate system centred within that environment, commonly known as a cognitive map. It provides a representation of the location (and possibly orientation) of objects in this environment, including a representation of the agent’s own location. There is good evidence that such a representation is provided by the human and infrahuman hippocampus (O’Keefe and Nadel, 1978). We will assume that an object in the ECR is specified by an association between a unit denoting a particular point in the coordinate system and the agent’s internal model of this object, such that activation of the model causes activation of this unit, and vice versa. A central function of the ECR is to facilitate reattention to known objects within a scene. If the representation specifies the agent’s gaze direction as well as her location (for which there is also good evidence) then it can be used to calculate the change in gaze direction needed to foveate any of the other objects which feature in the representation.

A final frame of reference is termed the
index-centred representation. This is a representation of a region of the agent’s local environment, given in terms of a coordinate system centred on one of the objects in this region, which we will term the primary index object. It differs from the OCR in that it represents not only the geometry of the index object using its own coordinate system, but also uses the same coordinate system to represent the position and relative orientation of salient objects in the environment of the index object. Perceptual evidence for the ICR comes primarily from a perceptual disorder called object-centred neglect, associated with damage to the left or right parietal cortex (Behrmann and Tipper, 1999). Patients with this condition have systematic difficulties noticing stimuli on the contralesional side of an object they are attending to; for instance, patients asked to count occurrences of the letter A on a TV screen might systematically ignore the letters on the left side of the screen. Neglect has to be described using object-centred coordinates rather than retina-centred ones, because it persists even in the presence of eye movements which place the target object on different parts of the retina at different moments. Even more strikingly, neglect must still be described in object-centred terms even if the patients observe the target rotating through 180°; if the initial deficit was contralesional, after such a rotation, it becomes ipsilesional. The stability of the ICR over saccades makes it a good representation to use for the planning of sequences of saccades; ‘virtual saccades’ to points on the ICR can be converted into actual saccades by a simple process of adding them to Vf. Indeed, neuropsychological evidence for such virtual saccades in the infrahuman visual system has recently been found in single-cell recordings (Olson and Gettner, 1995).

What is the purpose of the representation provided by the ICR? We will assume that it is primarily used for recognising configurations of an articulated object (e.g. postures of a human agent). This task would certainly be simplified if we could assume a stabilised representation of the object. If we take the ICR to be centred on a person’s torso, for instance, then the configuration of her limbs given by the ICR will be reasonably similar for any given posture, regardless of her position and orientation in relation to the viewer. The argument can be extended to configurations involving additional objects, such as the configuration of a person holding an object, or a dog having a collar, and also to changes in configuration over time, i.e. actions. Accordingly, we will postulate that the ICR is the representation which our internal templates for spatial verbs ‘look at’ when an action or configuration of an attended-to agent or object is being categorised. The stability of the ICR over saccades makes it especially suitable for this role. Spatial verbs can have complements, corresponding to secondary objects to be attended to, and there must be a way of planning saccades to such objects without disrupting the ongoing representation of the index object and its configuration.
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A summary of the model of spatial cognition is given in Figure 1. Links between represen-
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the observer’s ECR. The saccade results in two things: a newly active ECR unit, and (when object categorisation is completed) a new template and transformation associated with the fovea and with the index of the ICR. The result of this process is the linking of this template with the individual associated with the new ECR unit, to facilitate subsequent re-attention to the object it represents. This scenario will be argued to underlie Examples 1 and 2.

**Bottom-up attention to a known object**

In Figure 2(ii), a saccade triggered bottom-up by a peripheral stimulus causes the activation of an ECR unit already associated with an object model. In this case, the template linked to this model can be associated immediately with the ICR and the retina-based object recognition machinery, to bring a top-down component to the process of recategorisation. Here, the causality between ECR model and ICR template runs in the opposite direction from Scenario (i), with the model informing the template. This scenario will be argued to underlie Example 5.

**Top-down attention to a known object**

In Figure 2(iii), the action of attention is initiated by a top-down mechanism: the activation of an internal representation of an object in the current scene. This activation triggers two things simultaneously: one is a saccade (as a result of the link between the model of the object and a unit in the ECR), and the other is the top-down activation of an appropriate template, to facilitate recategorisation, as above. This scenario differs from (i) and (ii), in that the saccade is an effect, rather than the primary cause. It will be argued to underlie Example 6.

**Top-down attention to an object template**

In Figure 2(iv), an action of attention is initiated by the top-down activation of a first-order template with no link either to the retina or to a model associated with an ECR unit. We suggest that actions of this kind are associated with our ability to talk and reason generically about kinds of objects: the suggestion is basically that the agent is able to attend to her internal model of an object using the same architecture that is involved in attention to concrete objects in the world. This possibility can certainly be accommodated within the present model, and indeed within any model which features a level of representation integrating top-down information due to a template with bottom-up information deriving from the retina. This scenario will be argued to underlie the generic Example 3.

### 3.2 Summary

There are two interesting points to note about the role of the ICR in the scenarios just described. Firstly, an action of attention can be seen as comprising two distinct stages: an **initial phase**, in which a pattern of stimulation is established on the ICR, and a **subsequent phase** driven by the ICR, in which action templates are categorised. (The latter phase operationally involves the initiation of further saccades which are planned in ICR-centred coordinates; these are not shown in the diagrams in Figure 2.) Secondly, note that the point at which an object template is associated with the primary index object can vary: in Scenario (i) it occurs in parallel with processing in the ICR, while in (ii)-(iv) it occurs during the initial phase, before ICR-based processing begins. The intuition behind Scenario (i) is that an object can be fixed and tracked, and the action/configuration in which it is involved can begin to be processed, before the object is actually categorised; thus, the model allows us to talk about the influence of an ‘uncategorised’ retinal stimulus on processing in the ICR.

### 4 Syntactic reflexes of the attentional model

The central claim of this paper is that the concepts of subject and verb phrase, as formulated within GB theory, can be linked to descriptions
of processing within the model of spatial cognition just given, at least for sentences describing simple spatial eventualities.

I will assume, following the discussion in Section 1, that the semantics of a sentence describing a spatiotemporal event is a trace of the perceptual processing which led to the event being apprehended by an observer. Given our model of visual attention, the trace will involve a description of a sequence of events, similar to those given in Scenarios (i)–(iv) outlined above. Recall that these scenarios all involve a distinction between an initial phase of establishing a representation in the ICR, and a subsequent phase of processing within the ICR. Recall also that the process of associating a template with the ICR’s primary index object can occur as part of the initial phase (in Scenarios (ii)–(iv)) or as part of the subsequent phrase (in Scenario (i)). On the basis of these assumptions, I propose that the syntactic structure of a sentence describing a concrete spatiotemporal event can be given a spatial characterisation as follows.

**Definition 1.** At DS, [Spec,IP] contributes information about processing during the initial phase of the action of attention which underlies the sentence. DS VP contributes information about processing during the subsequent phase of the action of attention.

**Definition 2.** An argument position at DS (e.g., [Spec,IP]) contributes information about a process of object categorisation culminating in the association of an object template with the OCR. An empty argument position at DS identifies a point in this process where an object has been attended to, but is not yet associated with an object template, while a full NP signifies the point at which an object template is associated with the OCR.

**Definition 3.** Stage-level predicates (at least those which can appear in there-contexts) denote events or properties of objects which are salient enough to initiate bottom-up actions of attention to points in the retinal periphery (Scenarios (i) or (ii)). Individual-level predicates denote properties which can only be registered top-down, by directions of attention to known objects (Scenarios (iii) or (iv)).

**Definition 4.** All NPs describe the activation of an object template. The difference between definite and indefinite NPs relates to the cause of the template’s activation. A definite NP describes a scenario where an object template is activated by the activation of an individual model associated with a unit in the ECR, as in Scenarios (ii) or (iii). An indefinite NP denotes a scenario where an object template becomes active for some other reason: either due to bottom-up stimuli from the retina, as in Scenario (i), or due to direct top-down activation as in the generic Scenario (iv).

Definitions 1–3 can be thought of as a reformulation of Diesing’s idea that the surface subject of a stage-level predicate originates within VP at DS while that of an individual-level predicate originates in [Spec,IP]. By Definition 3, a stage-level predicate can initiate an action of attention bottom-up to a point on the retina which is not yet associated with an object template: Scenario (i) in our model. By Definitions 1 and 2, a sentence describing this action of attention will have an empty [Spec,IP] at DS, since the attended-to object is not associated with a template during the initial phase. This is indeed what we see in Examples 1 and 2. By Definition 3, a sentence with an individual-level predicate must describe a top-down action of attention, so the template of the index object is known during the initial phase: hence it has to have a non-empty [Spec,IP] at DS.

Definition 4, taken together with Definitions 1–3, generates the appropriate predictions about the behaviour of definite and indefinite subject NPs in the context of stage-level and individual-level predicates and there-contexts. In our model, a subject NP base-generated within the VP is only possible in the case of a bottom-up action of attention to an unknown object, i.e., in Scenario (i). In this scenario, the NP describes the activation of an object template by stimuli on the retina; by Definition 4, such an NP has to be indefinite. A subject NP base-generated in [Spec,IP] can either be definite or indefinite. If it is definite, by Definition 4 there are two possibilities: Scenario (ii), which is initiated bottom-up (and hence must be stage-level) and Scenario (iii), which is initiated top-down. Examples 5 and 6 show that both stage- and individual-level predicates can have definite subjects base-generated in [Spec,IP]. Finally, if the NP base-generated in [Spec,IP] is indefinite, there is only one possibility. By Definition 4, an indefinite NP can only occur in Scenarios (i) or (iv). We have already seen that in Scenario (i), the subject NP is base-generated within the VP; this only leaves Scenario (iv). We thus have an explanation of how it is that a sentence with an individual-level predicate and an indefinite subject NP has to be interpreted as a generic.

We still have to provide an account of what it means to say that a subject NP originating within the VP at DS can ‘move’ to [Spec,IP] at SS. I suggest that this movement is a reflection of the fact that it is not possible to formulate a trace of an action of perception as a linear sequence of events, due to the deictic nature of
the representations involved. The difficulty is in characterising the object attended to in the initial phase of the action of attention. If we refer to it by its template, we lose the portion of the account which tells us that it is un categorised at the point when it establishes the ICR. If we refer to it using an expletive, we capture this component of the process, but lose the component during which it is associated with a template. To solve the problem, two references are made to this object in the DS structure of the sentence: one VP-external, giving its role as the initiator of the ICR, and one VP-internal, describing its categorisation using an object template. Given that these are both references to the same object, albeit at different points in time, we can construe the SS difference between Example 1 (with no NP raising) and Example 2 (with NP raising) as simply a matter of whether the action of attention is described ‘progressively’, as a temporal sequence of states, or ‘retrospectively’, using the finished states of all the relevant components of the system.

5 Conclusions

The aim of this paper has been to flesh out a contemporary GB treatment of existentials, generics and definiteness by grounding certain syntactic structures in an independently-motivated psychological account of visual attention. The evidence adduced here is only very preliminary, but it is nonetheless quite promising. Syntactic structures are notoriously resistant to semantic characterisation, but there does seem some potential in associating DS subject and DS VP with the initial and subsequent phases of a perceptual action. One particular advantage of the proposed model is that the semantic representations of existential sentences and of generic sentences are closely tied to the structural account. The syntactic model of existential sentences describes a mechanism by which objects not yet known to an observer can attract attention to themselves, which seems a good basis for a semantic account of a sentence introducing a new entity into the discourse. And the syntactic model of generic sentences contains within it a plausible semantic account, in which generics are predicates about an agent’s internal models of objects.
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